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Abstract

Distributed oblivious transfer (OT) [20] is an extension of traditional OT in which there
is a group of semi-honest servers between the sender and the receiver. In this paper, we
further extend the notion of distributed OT to consider verifiable distributed OT, in which
the servers are potentially malicious. We design a protocol that protects the privacy of both
the sender and the receiver under malicious attacks. Our protocol uses a novel technique
to verify the consistency of encrypted secret shares and thus verify the correctness of the
transfer. Our protocol also identifies cheating servers without compromising the privacy of
either the sender or the receiver, using consistency verification through re-randomization.

Keywords: Oblivious Transfer, Verifiable Secret Sharing, Consistency Verification, Re-
randomization

1 Introduction

Distributed OT and Verifiable Distributed OT Oblivious Transfer is a fundamental
cryptographic primitive introduced by Rabin [24]. In [20], Naor and Pinkas introduced dis-
tributed OT, in which there is a group of servers between the sender and the receiver. In
distributed OT, the servers are assumed to be semi-honest (honest-but-curious); that is, they
follow the protocol when communicating with other participants but attempt to compromise
the privacy of the sender or the receiver, possibly through collusion. The privacy of the sender
and the receiver is protected under the assumption that the number of colluding servers is
below a threshold. A distributed OT protocol has two stages: an initialization stage and a
transfer stage. In the initialization stage, the sender distributes data derived from her! two
private items among the servers, in such a secure way that no single server can learn any infor-
mation about either private item. In the transfer stage, the receiver interacts with each of the
servers in a quorum (i.e., a threshold number of servers). Combining the data he gathers from
all the servers in the quorum, the receiver can reconstruct one and only one of the sender’s
two private items.

In this paper, we extend the study of distributed OT to consider malicious servers, i.e.,
servers that can actively deviate from a protocol and carry out malicious attacks. We require
that the privacy of the sender and the receiver still be protected even under malicious attacks.
In particular, we consider malicious attacks that intend to mislead the receiver to reconstruct
his chosen item incorrectly. We require that the receiver be able to detect such malicious

'Hereafter, we use “she” to refer to the sender and “he” to the receiver.



attacks and accuse the cheating servers. In addition, to protect an honest server, we require
that the receiver never be able to succeed in falsely accusing a server. To emphasize that the
correctness of a transfer is verifiable by the receiver and that the correctness of a receiver’s
accusation is verifiable by the public, we call our new model verifiable distributed OT.

Why is the Problem Non-trivial? The problem of verifiable distributed OT may look
trivial at a first glance, and one might suggest that the problem could be easily solved by
a secret-sharing scheme with oblivious transfer of each share. However, there are two main
technical challenges. First, the receiver must be able to verify the correctness of both items;
otherwise, a malicious server could violate the receiver’s privacy by tampering with its share of
one item and observing whether or not this attack is detected by the receiver. However, at the
same time, in order to protect the sender’s privacy, the receiver should be able to reconstruct
only one of the two items. In summary, our first challenge is to allow the receiver to reconstruct
only one item but verify the correctness of both items. Second, when the receiver detects that
some shares have been tampered with, the receiver must be able to identify the cheating servers
and accuse them with evidence verifiable by the public. In addition, during the identification
procedure, the privacy of both the sender and the receiver needs to be protected. In summary,
our second challenge is to allow the receiver to identify and publicly accuse the cheating servers
without compromising the privacy of either the sender or the receiver.

Protocol Overview Our protocol uses novel techniques to address the above two challenges.
An overview of our protocol is as follows. During initialization, a Feldman Verifiable Secret
Sharing (VSS) of keys is set up among the servers. An advantage of this setup is that the
consistency of secret shares encrypted using ElGamal can be verified. Before each transfer, the
sender distributes the shares of her both items (using a variant of the Shamir scheme) among
the servers. During the transfer procedure, the receiver invokes the one-round OT protocol
by Bellare and Micali [1, 5], with each server in a quorum (called main servers) in order to
get the share of the item he chooses. Although the receiver can reconstruct only one item,
he can verify the consistency of both items through the help of the remaining servers (called
verification servers), because the encrypted shares of both items are transfered to the receiver
during the OT. If cheating is detected, the receiver can perform the cheater-identification
procedure, which uses the novel technique cheater identification through re-randomization and
allows the receiver to identify the cheating servers but still protects the privacy of the sender
and the receiver.

Related Work Oblivious transfer has been an active research area for many years, e.g., [24,
9, 4, 18, 19]. As we discussed before, our verifiable distributed OT extends the notion of
distributed OT [20]. However, distributed OT in [20] has an additional restriction that the
receiver can only contact a quorum of servers in the transfer stage. Furthermore, the distributed
OT protocol in [20] achieves more efficiency than traditional OT protocols. Therefore, the
application of verifiable distributed OT will be different from that of distributed OT.

Private information retrieval (PIR) [6, 15|, in particular, symmetric PIR (SPIR) [13], is
similar to OT. One difference between SPIR and OT is that the former further requires small-
communication overhead. Interestingly, Gertner et al. [12] introduced auxiliary servers to PIR,
just as Naor and Pinkas introduced a group of servers to OT. However, in their model, the
database itself is still involved in the protocol after the initialization stage, and the auxiliary
servers may contain no information about the data at all. Therefore, it is significantly dif-



ferent from distributed OT and verifiable distributed OT. The relationship between OT and
PIR/SPIR is further studied in [8].

Another related topic is Verifiable Secret Sharing (VSS), which can be used as a tool to
detect cheating. Although various VSS schemes have been proposed, e.g., in [22] and [25], our
protocol employs the Feldman VSS [10]. Besides VSS, coding-theory-based techniques [17, 2]
and cheating-immune secret sharing [23, 27| can also be used to detect cheating; however, the
contexts of these schemes are different from this paper.

The problem of cheater identification looks like the Byzantine generals problem [16]. How-
ever, the context of our protocol is different. In particular, we require that the privacy of the
sender and the receiver be protected in our procedure. Consequently, our solution is different
from the solutions to the Byzantine generals problem.

Our Contributions Our main contributions can be summarized as follows. First, we ex-
tend the notion of distributed OT to consider malicious servers. Second, we develop a novel
technique to achieve consistency verification of encrypted secret shares. Third, we identify
malicious servers without compromising the privacy of either the sender or the receiver, us-
ing consistency verification through re-randomization. Our protocol is based on these novel
techniques.

Organization of the Paper The rest of this paper is organized as follows. In Section 2,
we formulate the problem of verifiable distributed OT. In Section 3, we address the first main
challenge and present consistency verification of encrypted secret shares. A summary of our
protocol (excluding the cheater-identification procedure) can also be found in this section. In
Section 4, we address the second challenge and present the cheater-identification procedure. In
Section 5, we give the security properties of our protocol. Finally, we conclude in Section 6.

2 Definitions

We formulate the problem of verifiable distributed OT by expanding the formulation in [20].

Let k be a security parameter. A verifiable distributed OT protocol involves a sender, a
receiver, and a group of servers, Ti,...,T;, where t = O(log(k)). Each of these parties is
a probabilistic Turing machine. We assume that the computational power of each party is
polynomially bounded in k. In the sequel, unless specified otherwise, when we say polynomial
complexity, we mean polynomial in k. We assume an authenticated, untappable channel
between the sender (resp., receiver) and each server. Let sg,s1 € Zg be the two items held
privately by the sender, where @ is a prime of length k. Let o € {0,1} be a private input of
the receiver.

A verifiable distributed OT protocol consists of an initialization stage and a transfer stage.
In the initialization stage, the sender sends function Fj : {0,1}* — {0,1}* to each server Tj,
where F; depends on (sg,s1) and the sender’s coin tosses. In the transfer stage, in order to
learn s,,;, the receiver first carries out the share-transfer procedure by sending query g; to server
Tj and receiving reply r; = Fj(g;) from Tj. Since the receiver may not send his queries all
at once, ¢;j may depend on the replies to previous queries. After receiving replies from the
servers, the receiver decides either to accept the replies (and reconstruct s,) or to reject the
replies. In the latter case, he may further carry out the cheater-identification procedure and



interact with the servers in order to identify the cheater(s). We use p to denote the receiver’s
view in the further interaction, if there is any. The receiver finally accuses cheating servers
with evidence e.

We summarize the security requirements of a verifiable distributed OT protocol as follows.
Below, when we say high probability, we mean probability p such that for any polynomial
f, there exists ko such that, for any & > kg, p > 1 — ﬁ When we say that two views
are computationally indistinguishable, we mean that, if these two views are used as inputs to
any probabilistic polynomial time (PPT) distinguisher, then the two outputs would have equal
distributions with high probability.

Definition 1 (correctness) A wverifiable distributed OT protocol is correct, if there exists a
PPT algorithm R for the receiver that computes s, from (Fi(q1), ..., Fi(q)) when all parties
follow the protocol.

Definition 2 (receiver’s privacy) In a verifiable distributed OT protocol, o is private against
a coalition of the sender and 1 servers if, for any colluding group of a dishonest sender
and 11 dishonest servers, there exists a PPT simulator S that can replace the receiver in the
following sense: The view of the above colluding group interacting with S is computationally
indistinguishable from the view of this group interacting with the receiver.

Definition 3 (sender’s privacy) One of the two items, sy and s1, is private against a coalition
of the receiver and o servers if, for any colluding group of a dishonest receiver and 7 dishonest
servers, there ewists a PPT simulator S’ that takes only one of the two items as input, and can
replace the sender in the following sense: The view of the above colluding group interacting
with S’ and honest servers is computationally indistinguishable from the view of this group
interacting with the sender and the honest servers.

We consider two types of verifiability — wverifiability of reconstruction and wverifiability of
accusation. For verifiability of reconstruction, we require that cheating be detected if it may
lead the receiver to compute a false s,. On the other hand, if the cheating behavior of some
servers does not affect correct reconstruction of s,, it will be unnecessary to detect it.

Definition 4 (verifiability of reconstruction) A verifiable distributed OT protocol is reconstruction-
verifiable if there exists a PPT algorithm for the receiver that accepts the replies (ri,...,7¢)
when (r1,...,1¢) = (Fi(q1),--., Fi(q)) and rejects when

R(r1y. .. 1) # R(F1(q1), .., Fi(q)).

Intuitively, when one or more servers try to cheat, an accusation-verifiable protocol allows
the receiver to identify at least one of the cheating servers and show convincing evidence to
the public. At the same time, an accusation-verifiable protocol does not allow the receiver to
succeed in falsely accusing any server.

Definition 5 (verifiability of accusation) A wverifiable distributed OT protocol is accusation-
verifiable if there exists a PPT cheater-identification algorithm for the receiver and a PPT



verification algorithm for the public. If cheating is detected, the cheater-identification algorithm
outputs a non-empty set of Tj such that r; # F;(q;) and computes e, evidence of cheating, from
(r1,...,7¢) and p. The public’s verification algorithm accepts e if and only if all servers accused
by the receiver really cheated in the accused way.?

3 Consistency Verification of Encrypted Shares and the Share-
Transfer Procedure

In this section, we address the first challenge and present the share-transfer procedure of our
protocol. This section is organized as follows. We first review an adapted version of the
Bellare-Micali OT protocol, which can be understood as transferring both items encrypted
using ElGamal. Then we review a variant of the Shamir scheme and the Feldman VSS. Next
we show how they can be adapted to verify the consistency of secret shares encrypted using
ElGamal. Finally we present the share-transfer procedure of our protocol, which is based on
the Bellare-Micali OT and the Feldman VSS.

In the sequel, let P, @ be two large primes such that P = 2Q 4 1. Let Gg be the quadratic
residue subgroup of Z5. Let g be a generator of Gg. The standard Decisional Diffie-Hellman
(DDH) assumption states that, for z,y, z picked uniformly at random from Zg, (¢*, ¢¥, g%) is
computationally indistinguishable from (g*, ¢¥, ¢™¥) [3]. This implies that no PPT algorithm
can compute the discrete logarithm of a random element in Gg.

Bellare-Micali OT Assume that there exists a public random source. In this adapted version
of Bellare-Micali OT, the receiver first picks 0 € G using the public random source. Since the
receiver has no control over the public random source, he does not know log, 9, the discrete
logarithm of 4. The receiver then picks 8 € Zg and sets G, = g°, G1_, = 6/¢”. Note that the
receiver knows log, G, but not log, G1_,. The receiver sends Go,G1,0 to the sender, along
with a proof that he knows one of the two discrete logarithms, log, Gy and log, G1, using a
result by Cramer et al. [7]. The sender first verifies that 6 has been chosen properly according
to the public random source, and 6 = GoG1. Then the sender computes, for b = 0,1, §, = s,G},
where k € Zg is the sender’s private key and g her public key.

This OT protocol can be understood as transferring both shares in ElGamal ciphertext.
Recall that in the ElGamal encryption scheme, which is semantically secure under the DDH
assumption, when plaintext s € Gg is encrypted with private key s using random string
r € Zg, the ciphertext will be (s¢g"", g"). In the Bellare-Micali OT above, §, can be understood
as the first element of the ElGamal ciphertext of s, encrypted using random string log, G.
For convenience, hereafter we often refer to the first element of an ElGamal ciphertext as the
ciphertext. In order to decrypt §p, a party not knowing x (e.g., the receiver) must know log, Gb,
the random string used for encryption.

The sender gives both 3 and 1 to the receiver. Since G% = (¢”)* = (¢")P, the receiver can

21f for any accused T;, r; = Fj(q;), then obviously the verification algorithm should reject. But even if for
each accused T}, r; # Fj(q;), the verification algorithm may or may not accept — it accepts only when e is
valid evidence of the accused type of cheating. In other words, if a server cheats in one way and the cheater-
identification algorithm falsely accuses the server of another type of cheating, the verification algorithm should
still reject. The distinct types of cheating are described in Sections 3 and 4.



reconstruct s, by computing s, = $,/(¢g")?, where g is public and 3 is known to the receiver.
However, since the receiver does not know log, G1_, he cannot compute s1—,-.

Since a server sends its two shares to the receiver as ElGamal ciphertexts, our first technical
challenge can be addressed if we can verify the consistency of secret shares encrypted using
ElGamal. Before presenting our scheme, we review a variant of the Shamir scheme and the
Feldman VSS.

A Variant of the Shamir Scheme The variant of the Shamir scheme we use is defined on
Ggq. It is constructed by applying the homomorphic mapping a — g* to the original Shamir
scheme on Zg. Therefore, with a (¢, 7)-secret sharing of s € G, the jth share of the secret is
S(j) =8 Hg;ll g“"je (for j =1,...,t),> where ag’s are random coefficients. To reconstruct the
secret, assuming that the known shares are {s(;)|j € J} such that [J| = 7, we can reconstruct
s by the following formula (derived from the Lagrange interpolation):

0#£5 —0
H#J

_ 0cJ 7—6
5= H 55) :

Jj€J

Correctness of the above reconstruction assumes that the shares used have not been tam-
pered with. We say a share is a true share if it has not been tampered with by its holder;
otherwise, we say the share is a false share. If {s(;)|j € J} are all true shares, and s, is also

a true share, where w € {1,2,...,t} — J, we have
ot 5
eJ 5=
Sy = S(m)- (1)
Jje€J
Definition 6 In the above variant of the Shamir scheme, let sy, ...,s) be the shares sub-

mitted by the servers, which may or may not be true. If (1) is satisfied, then we say that s(,
is consistent with {s(;)|j € J}; otherwise, we say that sy is inconsistent with {s)|j € J}.

Lemma 7 If s is consistent with {s;y|j € J}, then for any jo € J, s(;,) is consistent with
{s(pyli € J—{joyU{m}}, and the two sets of shares, {s;jy|j € J} and {s¢;)l7 € J—{jo}U{m}},
return the same s if used for reconstructing s.

Remark Intuitively, this lemma indicates that exchanging s with s(;,) (jo € J) does not break
the consistency or change the reconstruction, provided that s, is consistent with {s;)|j € J}.
We omit the proof, which is simple elementary algebra.

Lemma 8 One share is true if and only if it is consistent with any set of T true shares.

Remark 'This is also a simple fact that will be used to prove Lemma 9.

Lemma 9 Assume that the number of false shares is less than t*TT For any J C {1,....,t},

|J| =7, {sli € J} is a set of true shares if and only if more than t*TT shares with indices

outside J are consistent with {s;)|j € J}.

3We add a pair of parenthesis to the subscript of the jth share, S(j), in order to distinguish it from the two
private items, so and s1.



Proof: If {s(;)lj € J} is a set of true shares, then the left hand side of (1) computes the
untampered value of sy. Therefore, each true share s(,y is consistent with {s|j € J}.
Because there are fewer than t_TT false shares, there must be more than t*TT true shares with
indices outside J. These true shares are all consistent with {s;)[j € J}.
If more than 5T shares with indices outside J are consistent with {s¢;)|j € J}, let Jo =
t—7

J U {7|s(x is consistent with {s(;)[j € J}}. Because |Jo| > 7 + 5~, and because there are
fewer than 5T false shares, {s(;)[j € Jo} must include more than 7 true shares. Take a set of
T true shares, and we know that all other shares with indices in Jy are consistent with this set
of 7 true shares, by Lemma 7. Therefore, all shares with indices in Jy are true, by Lemma 8.

Specifically, {s;)|j € J} is a set of true shares. O

Remark Lemma 9 will be crucial to the proof of Lemma 10. It will also be useful in the proofs
of our verifiability results, Claim 14 and Claim 15.

Feldman VSS With both Shamir’s secret sharing and the above variant, we can view the
Feldman VSS as a combination of the two schemes. Assume s € Zg is a secret shared in the
Feldman VSS, and s(;) the jth share of s in the Feldman VSS, held by server T;. Then s(; is
exactly the jth share of s in the Shamir scheme, while g°®, T}’s commitment to s(;), can be
understood as the jth share of ¢° in the variant of the Shamir scheme using the same random
coefficients. As we will see shortly, this setup is important to the verification of the consistency
of encrypted shares.

One way to set up the Feldman VSS among the ¢ servers is to use a single trusted party.
Note that if we use a trusted party to set up the Feldman VSS for a protocol, the protocol can
be compromised if the trusted party is corrupted. Another possible solution without using a
trusted party is to use a general-purpose protocol for secure multi-party computation, which
is less efficient. However, we need to set up VSS only once, and then we can reuse the set-up
for multiple transfers. Therefore, both of the solutions above will be acceptable. (Although
Pedersen’s protocol [21] was proposed to efficiently set up VSS without a trusted party, it has
been pointed out to be flawed [11].)

Consistency Verification on Encrypted Shares With a setup of the Feldman VSS, we
can check the consistency of secret shares encrypted using ElGamal. The following lemma
articulates this fact.

Lemma 10 Consider an ElGamal cryptosystem using generator g. Suppose that t servers use
the Feldman VSS with threshold T to share an implicit global private key k. Each server T;
regards its share k;j as its own private key, and uses the commitment to its share, ¢*7, as its
public key. Suppose that each server Tj encrypts plaintext s(jy using ElGamal, where s(jy is the
(possibly-tampered) jth share of a secret s in the variant of the Shamir scheme using threshold
7. If all servers use the same random string r € Zg for encryption, then there exists a PPT
algorithm that takes the ciphertexts of any T+ 1 shares of s as input and outputs whether or
not these shares are consistent.

Proof: The shares are consistent if and only if (1) is satisfied. On the other hand, because ;
is the untampered jth share of x in the Feldman VSS, ¢"i is the untampered jth share of g~



in the variant of the Shamir scheme. Therefore, gi’s are consistent, i.e., they satisfy
[To) e 55 = g )
JjeJ

Assume that the common random string used for encryption is 7. Then (2) implies that (1) <

0+#) ©7—0

[T (sygmomees 50 = s gme. (3)
Jj€J
Because Tj’s ciphertext is (s(;)g"™",g"), (3) can be checked with only ciphertexts. O

Remark This is a central result that makes our verifiable distributed OT protocol possible.

In order to simplify formulae, we define
Hoséj =0
CShare({cjlj € J},m) =[] ¢; " 7" (4)
jeJ

Therefore, for consistency verification on ciphertexts {¢;|j € J} and ¢, it is sufficient to
compare C'Share({c;j|j € J},m) with c.

Building the Share-Transfer Procedure of our Protocol Given the above OT and
secret sharing schemes, we address the first challenge as follows. The Feldman VSS of keys is
established among the servers; the sender shares 3(2), s? in the variant of the Shamir scheme* and
distributes the shares among the servers; an instance of Bellare-Micali OT of shares is invoked
between each server and the receiver; the receiver can only reconstruct one private item, but
he can verify the consistency of the shares of either item, using the ciphertexts transfered.

In order to protect the privacy of the servers, we need to reduce the number of shares the
receiver can learn. For this end, although there is no difference in the servers with regard
to the shares, we distinguish between two classes of servers: the first 7 servers, T1,...,T,,
are called main servers, while the rest servers are called wverification servers. Only the main
server’s shares will be transfered to the receiver using the Bellare-Micali OT. Then the receiver
computes the ciphertexts of the verification servers’ shares from the ciphertexts of the main
servers’ shares, using (4), and sends them to the verification servers for comparison. The
results of these comparisons reflect whether or not the shares are consistent.

We summarize the initialization stage and the share-transfer procedure of our protocol in
Figure 1.

4 Cheater Identification and Accusation

In the previous section, we have presented the share-transfer procedure of our protocol and
shown how the receiver verifies the consistency of the encrypted shares. In this section, we
present a procedure that can further identify and publicly accuse at least one of the cheating
servers.

4We use the bijection & — o to map the secret from Zg to Gg. Note that there is an efficient algorithm to
compute the modular square root because P is a prime.



Overall System-Initialization A Feldman VSS of keys as described in Lemma 10 is set up among
T1,...,T;.

Sender-Initialization The sender distributes the shares of s3 and s} € G (in the variant of Shamir’s
scheme with threshold 7), respectively, among 71, ..., T;.

The Share-Transfer Procedure

Step 1: The receiver picks 6 € G uniformly at random according to the public random source. He
also picks 3 € Zg uniformly at random, and computes G, = g” and G1_, = 6/gP. He sends query
(Go, G1, ) to each main server, along with a proof that he knows one of the two discrete logarithms,
log, Go and log, Gi.

Step 2: Each main server T first verifies that 1) there is no previous query from the receiver in
this session; 2) 4 is chosen properly according to the public random source; and 3) § = GoG;. If all
the three conditions are satisfied, 1) computes, for b =0, 1,

8,5 = 5,5Gy’ (5)

and sends (S0,;,81,5) to the receiver, together with a receipt of (Go, G1).

Step 3: Using the public key of main server 77, the receiver computes a share of s2 by S0, =
$5.;/(g"#)P. Then the receiver computes

0£j —6
s2 = [ sileer 7=, (6)
jet
where J = {1,...,7}. He further computes s, from s2.

Step 4: The receiver computes, for b= 0,1 and 7 =7+ 1,...,t, 4, = CShare({sp;|j € J}, m).
Then he sends (Go, G1, (;/0771—, sA’Lﬁ) to each verification server T.
Step 5: Fach verification server T tests, for b =0, 1,

~

Slb T = Sb,ng”a (7)

)

and sends the results of comparisons back to the receiver, together with a receipt of
(Go,G1, 80,7, 8'1,1)-

Step 6: If for both b = 0 and b = 1, more than half of the verification servers reply with “yes” (i.e.,
reply that (7) holds), the receiver outputs s, and accuses those verification servers who reply with
“no” for either b = 0 or b = 1. This is called “type-1 accusation” and the evidence consists of the
replies from all servers. The protocol finishes successfully. If for either b = 0 or b = 1, the number of
verification servers replying with “yes” is less than half (we require ¢ Z 7 (mod 2) in order to avoid

a tie), a cheater-identification procedure is invoked (see Figure. 2).

Figure 1: The Initialization and Share-Transfer Procedure

Before the cheater identification, the receiver has already collected 7 encrypted shares,
{815 € J}, for b = 0,1. In addition, the consistency/inconsistency of each 8, . = s, .G,™
(m & J) with {5 ;|7 € J} has also been revealed by Ty, maybe incorrectly. In order to identify
the cheaters, the receiver needs to check the consistency/inconsistency of & . (7 ¢ J') with
{8p;15 € J'}, where J C {1,...,t}, |J'| = 7 and J' # J. On the other hand, in order to
protect the privacy of the sender, the servers should not reveal more shares to the receiver.
That is, the above checking of consistency should not reveal any 5, . for m ¢ J to the receiver.



Our solution to this problem is called consistency verification through re-randomization.

Consistency Verification through Re-Randomization The main idea of consistency

verification through re-randomization is that each server T; (j = 1,...,t) encrypts s;; using
r’ € Zg, a common random string that is unknown to all parties. Specifically, each server T
(j =1,...,t) calculates a new ciphertext of its share, (s ; g™, g""), and sends the new cipher-

text to the receiver. The receiver can then check for consistency among the new ciphertexts.

In order to prevent servers from further tampering with their shares (or switching back from
tampered shares to true shares), for j € J, Tj should prove that its new ciphertext 5, ;, which is
encrypted using random string r’, is just a re-randomization of its previous ciphertext §, ;. For
the same reason, for m ¢ J, the receiver checks that the consistency/inconsistency regarding
T’s new ciphertext is the same as that regarding 7;’s old ciphertext.

We summarize the cheater-identification procedure of our protocol in Figure 2.

5 Security Properties of the Protocol

Our verifiable distributed OT protocol has the following security properties:

Claim 11 (correctness) This verifiable distributed OT protocol is correct.

Proof: According to the definition of correctness, we need to show that there exists a PPT
algorithm for the receiver to compute s, from the servers’ responses when every party is honest.
As described in the protocol, if all parties are honest, the response from each main server T
is (80,5, 51,j), which is computed from (5). By (5) we know

So.j = 50,j/(Go)"™

= 30,/(g")"

= 30,/(g")".
Because g7 is public, the receiver can easily compute s,.; (1 < j < 7) from the (main) servers’
responses. Because S51,...,55, are the shares of 52, the receiver can further reconstruct
52 from them, using formula (6). Since the modulus P is a prime number, the receiver can

compute s, from s2 in polynomial time. O

Claim 12 (receiver’s privacy) o is private against a coalition of the sender and all t servers.

Proof: We constructs S as follows.

First, S picks 0,Gy € Gg, and sets G1 = §/Gy. Then S sends (Gp, G1,0) to each main
server, along with a proof that it knows one of the two discrete logarithms, log, G and log, G1.
Suppose that the response of the main server T to S is (8o, 51,;), where (8o j, $1,;) may not
have been computed properly because T; may be dishonest. S computes (§’ 0,7 s' 1,7), the query
to each verification server Ty, by s/ b = CShare({8 ;|7 € J},m) and sends the query to the
verification server.

Finally, if the majority of the verification servers reply with “yes” for both b =0 and b = 1,
S accuses the verification servers that reply with “no” for either b = 0 or b = 1. Otherwise, S
invokes the cheater-identification procedure and behaves as if it were the receiver. Note that
what S does in the cheater-identification procedure is based only on what the servers send to
S, and thus is independent of whether S knows log, Go or log, Gi. (]

10



The Cheater-Identification Procedure

Step 1: All the servers pick a common string, G € G, at random, according to the public random
source. Each server T (j = 1,...,t) computes, for b=0,1,

I o
86,5 = b, G
and sends S ;, 51 ; to the receiver. Each main server T; proves to the receiver, in zero knowledge [26],
S
,

bj ,
logc% By log, g"7. (8)

Step 2: The receiver verifies all main servers’ proofs. If a main server provides an invalid proof,
the receiver aborts the protocol and accuses the main server. This is called “type-2 accusation” and
the evidence is the invalid proof provided by the main server.

Step 3: The receiver verifies that, for b = 0,1, and for each T (7 ¢ J) that replied with “yes” for
this b,
5p,x = CShare({5;]j € J}, m), (9)

holds; he also verifies that, for b = 0,1, and for each T, (m & J) that replied with “no” for this b,
(9) does not hold. If the above is not true for any b and any T, the receiver aborts the protocol
and accuses T7. This is called “type-3 accusation” and the evidence for a type-3 accusation of T'; is
all main servers’ replies and proofs, and also T'x’s reply together with 551,..., 55+, 5px-

Step 4: The receiver searches for a set J' C {1,...,t}, |J’| = 7 such that for b = 0,1,

Sy, = CShare({3j]j € J'}, m) (10)

holds for more than t_TT choices of w € {1,...,t} — J'.* The receiver accuses the T’s for which
Equation (10) does not hold for b =0 or b = 1. This is called “type-4” accusation and the evidence
consists of the replies from all servers, all main servers’ proofs, §p.1,...,3p¢, and set J'. After a

type-4 accusation, the receiver uses

0#j —6
82 _ SHGEJ’ i—0
o= 0.

jeJ’

to compute s2, and then further computes s,. The protocol finishes successfully.

“The complexity of the search is exponential in ¢. However, since t = O(log(k)), the complexity is still
polynomial in k.

Figure 2: The Cheater-Identification Procedure

Claim 13 (sender’s privacy) Under the DDH assumption, one of the two items, sy and sy, is
private against a coalition of the receiver and any VT_lJ servers.

Proof: ~We construct a simulator, S’, for any given colluding group of a dishonest receiver
and L%J servers. Note that it is sufficient to consider a deterministic adversary that controls
this group. (See page 22 of [14] for an argument of considering only deterministic adversaries.)

Now we consider the possible strategies of this deterministic adversary.

To each honest main server 7}, the dishonest receiver will have to prove that he knows one
of the two discrete logarithms, log, Go and log, G1. Therefore, there are only two possible

11



cases for a given strategy and a given honest main server 7j: (a) the receiver knows log, Go
for the G sent to Tj; (b) the receiver does not know log, G, and thus knows log, G for the
G sent to Tj. For a given strategy, if the number of j’s that falls into case (a) is greater than
or equal to 7, we define 0’ = 0; otherwise, we define ¢’ = 1. Consequently, S’, which takes s,/
as input, can be constructed as follows.

When the simulation begins, S” defines s’, = s, and picks s _, € Zg uniformly at random.
S’ computes the shares of 562 and 5'12, respectively, in the variant of the Shamir scheme, and
distributes the shares among the servers, just as the sender distributes the shares of 88 and s?
in our protocol. Then the honest servers interact with the colluding group just as required in
the protocol.

In order to see the computational indistinguishability of the views, we note the following
fact. The shares of &;__, can be divided into three classes: (1) at most g shares of (s}__,)? are
multiplied by a value G}, with log, G1_o known to the adversary; (2) only |75+ | shares of
(s]_,)? are held by the dishonest servers; (3) all other shares are either held by honest verifi-
cation servers, or held by honest main servers and multiplied by a value G}’ _, = (GL/)“J' with
log, G, known to the adversary. Because d is picked according to the public random source,
by the DDH assumption, the ciphertext of each share in the third class is indistinguishable
from a uniformly random element. On the other hand, the total number of shares in the first
two classes is less than 7, and a set of fewer than 7 shares in the variant of Shamir scheme is
indistinguishable from a set of uniformly random elements. 0

Claim 14 (verifiability of reconstruction)The protocol is reconstruction-verifiable if the num-
ber of dishonest servers is less than than t_TT

Proof: See appendix. O

Claim 15 (verifiability of accusation) The protocol is accusation-verifiable if the number of

dishonest servers is less than t_TT

Proof: See appendix. O

6 Conclusion

In this paper, we have considered the problem of verifiable distributed OT, in which the servers

are potentially malicious. We design a protocol that allows the receiver to detect and expose

the cheating behavior of malicious servers, but prevents him from falsely accusing any server.

Our protocol also protects the receiver’s privacy against all other parties, and protects the
t—71

sender’s privacy against a collusion of the receiver and up to [5=] servers.

Verifiable distributed OT can be further extended to consider a malicious sender, who may
intentionally mislead the servers so that they can be accused of cheating. The protocol we have
shown can be easily adapted to solve this problem, if revised slightly. We ignore this extension
for simplicity.

The design of this protocol is aimed more at simplicity than at efficiency. We have ignored
some minor optimizations that can slightly improve efficiency but may make the presentation
less understandable.
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A Proofs of Verifiability

A.1 Proof of Claim 14

We construct an algorithm that accepts if no cheating is detected, and rejects otherwise.
Obviously this algorithm accepts if all servers follow the protocol and reply to the receiver.
Thus, it is sufficient to show that the algorithm rejects if the reconstruction of s, is incorrect.
Equivalently, we show that the reconstruction is correct if no cheating is detected.

Let us extend the definition of 5 ; from the main servers to the verification servers. That
is, we define, for b = 0,1 and 7 ¢ .J, the untampered value of 3, » as s, G;™. By Lemma 10,
we know that, for m ¢ J, the plaintext of 5, ; is consistent with the plaintexts of {5 ;|j € J}
if and only if

CShare({5 |7 € J}, ) = 3p x. (11)

On the other hand, because the receiver is honest, sy, = CShare({3,,|j € J},7). There-
fore, the verification servers’ testing of (7) is equivalent to the receiver’s testing of (11) — if a
verification server, T}, claims that (7) holds (resp. does not hold), then we can imagine that,
equivalently, 75 has provided the receiver with a value of §, ; such that (11) holds (resp., does
not hold); if T lies about the result of its comparison, we can equivalently imagine that 7).
cheats in providing 8 .. Therefore, if no cheating is detected for b = o, i.e., if more than t_TT
verification servers claim that (7) holds for b = o, then (11) holds for more than 5= choices of
7 when b = o; that is, the plaintext of 5, , is consistent with the plaintexts of {5, ;|7 € J} for
more than 5T choices of m. By Lemma 9, this implies that the plaintexts of {5, ;|j € J} are
all true shares. In other words, these plaintexts are really {s,;|j € J}. This, in turn, ensures

that the reconstruction is correct.

A.2 Proof of Claim 15

In the protocol description, we have shown the cheater-identification algorithm and also the
evidence it will provide for each type of cheating. We hereby show a PPT verification algorithm
(for the public) that decides to accept the evidence if the accused servers have cheated in the
accused way, and to reject the evidence otherwise.

The algorithm works as follows. (For each type of accusation, we first describe what the
algorithm does, and then briefly explain why the algorithm’s decision is correct.)

e For a type-1 accusation, the algorithm first checks that every server has received the
same (G, G1 and that the receiver’s query to every verification server has been computed
properly from the main servers’ replies (recall that each server’s reply contains a receipt
of the query). Then, the algorithm accepts if and only if for b = 0,1, more than t_TT
verification servers’ replies are “yes”, and each accused verification server has replied

with “no” for b =0 or b = 1. (Recall that all communication is authenticated, i.e., each

reply has a signature.)

— If more than % verification servers have replied with “yes” for some b, the main

servers’ shares for this b are all true (see proof of Claim 14). Therefore, each
verification server replying with “no” has cheated.

15



e For a type-2 accusation, the algorithm accepts if and only if each accused server has
given an invalid zero-knowledge proof.

— This is obvious.

e For a type-3 accusation, the algorithm first checks that every server has received the same
Gy, G1, that the receiver’s query to each accused verification server has been computed
properly from the main servers’ replies, and that all proofs by the main servers are valid.
Then the algorithm verifies that, for each accused verification server replying with “
(resp., “yes”), (9) holds for that b (resp., does not hold for that b). The algorithm accepts
if and only if all the above verify.

— Suppose (9) holds. Then from (8), which has a zero-knowledge proof, we know (for

jeJ)
. . G
Sng = s3( G )" (12)
Plugging (12) into (9), we get
G G 045 10
LGy (e =TT s riyloes 575 13
G () H(Sb,g(Gb) )i0es = (13)
JjeJ
Considering rr = > ; Kj Hgéjj x—6 —, we get
0#j m—0
Sbx Gy = EJOGJ =, (14)
J€J

which means that 7 should have replied with “yes” instead of “no.” Similarly, if
(9) does not hold, T} should have replied “no” instead of “yes.”

e For a type-4 accusation, the algorithm first checks that every server has received the same
Gy, G1, that the receiver’s query to each verification server has been computed properly
from the main servers’ replies, that all proofs by the main servers are valid, and that, for
b= 0,1 and for each verification server replying with “yes” (resp., “no”) for b, (9) holds
for that b (resp., does not hold for that b). Then the algorithm checks that, for b =0, 1,
more than “TT choices of m € {1,...,t} — J satisfy (10), and for each accused server T,
(10) is not satisfied for b = 0 or b = 1. The algorithm accepts if and only if all the above
conditions are satisfied.

— A type-4 accusation is similar to a type-1 accusation, except that here we have .J' in
the place of J, and 5, ; in the place of 5 ; for j = 1,...,t. Therefore the correctness
of accusation is similar.
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