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Odd-Even Cyclic Reduction on Ensemble Architectures
and the Solution of Tridiagonal Systems of Equations

S. Lennart Johnsson
Department of Computer Science
Yale University
New Haven, CT 06520

Abstract

The solution of tridiagonal systems by cyclic reduction and a combination of Gaussian
elimination and cyclic reduction, (GECR), on a few ensemble architectures are devised and
analyzed. The ensembles have no global storage and no global control. Synchronization is
accomplished via message passing to neighboring processors. The processors of the ensembles are
interconnected to form one of the following configurations; binary tree, shuffle-exchange network,
perfect shuffle, boolean k-cube, or 2-dimensional mesh. Algorithms are first devised for one
equation per processor, then generalized to multiple equations per processor. It is shown that the
benefits of truncating the reduction process in a highly concurrent system is much greater than

on a uniprocessor.

Domain decomposition is used to map N>K equations on to K processors, and is compared
with cyclic partitioning, and for a binary tree, mapping by contraction. The parallel arithmetic
complexity of cyclic reduction and GECR is O(N/K+logzK). The maximum number of
communications in sequence for a partition is O(log,N) for cyclic reduction and O(log,K) for
GECR. The speed-up increases monotonically with the number of processing elements for the
tree, and the shuffle-exchange network. For the perfect shuffle and the k-cube there is an
optimum speed-up at K~N/(1+a), where o~ (time to communicate one floating-point
number)/(time for a floating point arithmetic operation). For the 2-dimensional mesh the
maximum speed-up is attained at K-«((N/2a)2)l/ 3, and for the linear array it is attained at
KN(N/a)llz. The minimum time complexity is of order O(log,N) for the tree, the shuffle-
exchange, the perfect shuffle and the boolean k-cube, of order O(Nl/ 3) for the mesh, and O(N 1/ %

for the linear array.

Partitioning the ensemble into subsets of processors is shown to be more efficient for the

solution of multiple independent problems than pipelining the solutions over the entire ensemble.

The binary tree, the shuffle-exchange, the perfect shuffle, and the k-cube ensembles consisting
of processors with local storage allow for more efficient implementations than an ensemble
consisting of processors connected to storage modules via an fZ-network. The difference is a

factor of O(log,K) in the communication complexity.



1. Introduction

The rapidly developing integrated circuit technology already allows hundreds of thousands of
devices on a single chip, or equivalently, a few microprocessors with local storage. With a small
amount of storage per processor, on the order of 10 16-bit processors fit on a single chip in state-
of-the-art technology, [Seitz et.al. 84). It is expected that this number will increase by one to two
orders of magnitude within a decade. The low cost of reproduction of an integrated circuit
makes ensemble architectures consisting of a large number of identical processing elements
sparsely and regularly interconnected a viable alternative to large mainframe computers. A high
nominal performance is attained in an ensemble architecture of the kind we envisage by using a

large number of processing elements built in standard technology.

In a single processor mainframe computer, high performance is achieved by using advanced,
expensive technology. On the order of 50 - 100 processing elements (or mcre) in standard
technology may be required to match the nominal performance of a single processor in advanced
technology. The cost of a processing element produced in large numbers in a mature technology
is several orders of magnitude less than the cost of a processor produced in small numbers in a
technology pushing state-of-the-art. The same nominal performance for a multiprocessor system
designed in standard technology can be obtained at a cost one to two orders of magnitude less

than in a single processor using advanced technology.

In the ensemble architectures we consider, the processing elements with their storage are
interconnected as a binary tree, a shuffle-exchange network, a perfect shuffle, a boolean k-cube,
or a 2-dimensional mesh. (A linear array algorithm is used as part of the algorithm for the 2-
dimensional mesh). These interconnection schemes have different characteristics such as wiring
complexity, extensibility, communication capabilities between arbitrary pairs of nodes,
programming, and program loading. For a feasibility evaluation of these interconnection
schemes, it is also necessary to investigate the mapping of typical computations on to the
ensembles. Several efficient algorithms for matrix multiplication, FFT, sorting, and many other
problems are known. In this report we develop efficient distributed algorithms for odd-even
cyclic reduction on these ensemble architectures. Before presenting these algorithms we briefly

discuss some of the hardware aspects of the different interconnection schemes.

Ensembles of processors interconnected as binary trees scale particularly well with the
technology. The structure is recursive. Furthermore, arbitrarily sized trees can be constructed
out of chips containing subtrees of a given size with a fixed interchip connection requirement.
Four off chip interconnections are required |[Leiserson 82], regardless of what size subtree fits on a
chip, and what size tree is being constructed. For shuffle-exchange networks and 2-dimensional
meshs the number of interconnections per processor (3 and 4 respectively) is independent of the

network size, whereas in the boolean k-cube the number of interconnections is equal to the



dimension of the cube. For a K processor ensemble there is a total of K-1 interconnections in a
binary tree, =~1.5K in a shuffle-exchange network, ~2K in a perfect shulfle network, 2K in a 2-
dimensional mesh, and (K/ 2)log,K in a boolean k-cube. /

In extending a network with additional processors no rewiring of the existing network is
necessary for a 2-dimensional mesh and a boolean k-cube. However, in the latter, additional
interconnections per processor are needed. With K processors fitting in a planar region (which we
refer to as a chip) the number of off chip interconnections is proportional to /K for a 2-
dimensional mesh, and grows at that r:te as the feature sites of the technology is scaled down,
and more processors fit on a chip. For a boolean k-cube the number of off chip connections is
proportional to the number of processors per chip and to the number of dimensions implemented
off chip. Hence, binary trees have features that scale well with the technology.

High nominal performance as well as high storage bandwidth is relatively easily accomplished
in an ensemble architecture. The storage can be viewed as being highly partitioned. The number
of partitions equals the number of processors in the ensemble, with each processor having its own
storage. This number is considerably higher than the number of partitions in a high performance
mainframe computer, given that the emsemble and mainframe are of comparable nominal
performance. Whereas in the mainframe any partition is accessible in the same number of cycles,
this is not the case in an ensemble architecture of the kind considered here. In our computational
model we assume that the access time is proportional to the number of interconnections between
a processor requesting data and the processor storing the requested data. This additional
structure coupled with the limited communication bandwidth of processor interconnections make
the efficient utilization of an ensemble architecture often considerably more difficult than the

efficient utilization of a von Neumann architecture.

In the ensemble architectures considered here, each processor has its own program store. The
architectures are of the MIMD type in Flynn's classification [Flynn 66]. Synchronization is
obtained via message passing. However, even if each processor executes its own code, it is often
the case that only a few different types of code are used. There is a high degree of uniformity in
many MIMD algorithms. The uniformity often conceptually simplifies concurrent algorithms,
enhances program clarity, simplifies verification of correctness, and makes program loading more
efficient. Identical codes for different processors can be reproduced within the ensemble. For
binary trees recursive program loading can be efficiently employed, if there is a high degree of
program uniformity across the tree [Li,Johnsson 83]. With a unique program for each processor
the loading time might be of a complexity that is of the same order as the arithmetic complexity
of sequential algorithms. The time for program loading may be significant if the ensemble serves
as an attached processor and only a few problems are solved for each loading of the program.

Global communication requires a time proportional to the diameter of the network of



interconnected processors. This time defines a lower bound for any computation requiring global
communication. Another bound is defined by the time required for arithmetic operations. For
example, any computation requiring global communication will, on a mesh, have a term in its
time complexity proportional to the circumference of the mesh. Even if the diameter of the
network is of the same order as the number of sequential steps of an algorithm on an ideal
parallel machine with arbitrarily high storage bandwidth and no storage conflicts, it is not

guaranteed that there exists an algorithm of comparable complexity on the ensemble.

In summary, we use a computational model in which processors with local storage are
interconnected in one of several network forms. Each processor executes its own program, and
synchronizes computations with neighboring processors via message passing. There is no global
storage, no global controller. Global communication is accomplished as a sequence of
interprocessor communications. Furthermore, we assume that computations and communication
can take place concurrently, but that data can first be used in a computation or another
communication during the first time step succeeding the one during which it was received. A
processor is also assumed to be capable of serving all its ports during one time step. If only one
port can be served during one time step, then the complexity estimates that are given below will
at most increase by a constant factor. This is true also for our k-cube algorithms, since they only

use two ports per time step.

The time for one interprocessor communication is in the following denoted t., the time for
arithmetic operations t,. Those time notions are used somewhat loosely. The main purpose is to
present algorithms of a minimum order of complexity, and which, after a detailed optimization,
should yield a very good performance. Such an optimization should take advantage of particular
features of the node architecture. Hence, t, may in some instances denote the time to
communicate 2 values, in others, 8. Similarly t, in some instances denotes the time to perform a
reduction operation on one equation, in others, a backsubstitution operation. The number of
data items communicated within the time t and the number of arithmetic operations performed
that communication between any pair of directly interconnected processors can take place within
time t. We ignore the fact that most of the emsembles we consider have some long
interconnections when implemented in 2- or 3-dimensional space, whereas the 2-dimensional mesh

ideally could be constructed with uniformly short wires.

Odd-even cyclic reduction [Buzbee,Golub,Nielson 70] for N equations proceeds in log,N steps.
In an ideal parallel machine model of computation where all storage locations are equally distant,
bandwidth between processors and storage is infinite, and access conflicts ignored, it is clear that
the computations can be carried out in O(log,N) time with a sufficient number of processing

elements.



For a full rank, irreducible, tridiagonal system every element of the solution vector depends on
every element of the right hand side. Global communication is needed. Hence, for K processors
interconnected as a binary tree, a shuffle-exchange network, a perfect shuffle network, and a
boolean k-cube there is a lower bound of O(log2K) for the time complexity, implied by the
communication, [Gentleman 78]. For K=N this bound is of the same order as the number of
arithmetic steps in the ideal model. For the mesh of size /M x /N the corresponding bound is
O(v/N). However, even with networks of a diameter of O(log,N) it is not guaranteed that
computations with complexity O(log,N) on an ideal parallel machine can be carried out in log,N
time. Indeed, in the binary tree algorithm for odd-even cyclic reduction presented in [Presnell,
Pargas 81] each step of the algorithm demands a communication time of O(log,N).  Their
algorithm is of complexity O(loggN).

In this report we first give a short description of the computational aspects of odd-even cyclic
reduction. Then, we present a binary tree algorithm that is of complexity O(log2N). We use this
tree algorithm to obtain an algorithm of comparable complexity for the shuffle-exchange
network. Odd-even cyclic reduction on a perfect shuffle is discussed next. The boolean k-cube
algorithms we present have a complexity that is of minimum order, and use properties of Gray
codes in the local control of communication operations. An algorithm for a 2-dimensional mesh
is presented last. An algorithm for linear arrays is included in the algorithm for the 2-
dimensional mesh. All algorithms have entirely distributed control.

We give performance estimates for algorithms with one equation per processor, and for
algorithms with several equations per processor. We also analyze the situation where multiple
independent problems are to be solved, and the potential benefits from using parallel cyclic
reduction, [Hockney, Jesshope 81]. The performance gain possible through truncated cyclic
reduction is estimated. N==2".1 denotes the number of equations in the tridiagonal system, K
the number of processors in the ensemble, P the number of tridiagonal systems to be solved, and
t, the time for local data fetching and arithmetic per logic entity, t . the time for interprocessor
communication. The meaning of a logic entity will become clear when the cyclic reduction

computation is analyzed below.

A few sample programs in pseudo code are contained in the Appendix. The programs serve to
illustrate a programming style for multiprocessor systems in which synchronization is obtained
via message passing. All sample programs are written for one equation per processor. The
programs also illustrate the degree of program uniformity for cyclic reduction on the various

ensembles.



2. Odd-Even Cyclic Reduction

A system of linear equations Ax = y, where A is tridiagonal with main diagonal elements bi’

nonzero subdiagonal elements a,, and superdiagonal elements c; can be presented in matrix vector

form as:
by ¢ X
8, b, ¢, Xa 3
23 by ¢, 3 I3
ay by Xy In

Assuming A is of full rank and of dimension N = 2"-1, odd-even cyclic reduction proceeds in a
reduction phase succeeded by a backsubstitution phase. Using subscripts for equation number
and superscripts to denote reduction and backsubstitution steps, cyclic reduction is defined by the

following set of equations ( [Hockney, Jesshope 81]).

Reduction

a{=ea ;,,1

c'.j = fc i4orl
bl = bI! + el + fallon
yi=yIt+ eylla+ fiy{;lzj.l
e =- a”l/ 12 i1
f=- c’ l/b]+2,1
where | = {2j, 249 32 2“-2j}, for reduction steps j = {1,2,..., n-1}
The initial conditions are ao— a;, b = b, c = c;, and y =y,
After n-1 reduction steps only one equation of the following form remains
32:. 1X0 + b2n Xgn-1 + 02n 1X2n = yn2;-'1
A correct solution for Xy is obtained with, x = xy., == 0. Remaining variables are

obtained through backsubstitution.



Backsubstitution

-] = yn-.ll/bn-.lx
Xgn 921/ Dgn

T N 1
X =" -a % g~ b{"li+2'rl)/ b

where 1 = {2“, 3#2i1 il ey 2"-23'1}, and j = {n-1, n-2, ..., 1}.

In the above algorithm, 12 arithmetic operations are needed per equation in the reduction
computation, and 5 per unknown in the backsubstitution. A careful count gives a total of
17N - 18n + 2 arithmetic operations, disregarding index computations.

If the matrix A is strongly diagonally dominant, then alj and cij tend to zero with j. The
stronger the diagonal dominance the more rapid is the convergence. If for j=m, lai‘l |<e and
e |<¢, where ¢ is an acceptable error bound (or the machine precision), then the reduced
tridiagonal system at step m can be treated numerically as a diagonal system. No further
reduction computations are necessary. Instead, a diagonal system of 27"™-] equations is solved,
and the backsubstitution process started. This truncated cyclic reduction method requires 2m
steps. The reduction in the total number of operations is 16(2"™-1)-18(n-m)+2. Solving partial
differential equations by difference approximation yields matrices for which acceptable precision
renders values of m on the order of 10 - 20, independent of the size of the matrix.

The reduction phase terminates when one equation with one unknown remains. If several
reduction steps terminating in different equations are carried out concurrently, then the
backsubstitution phase becomes unnecessary. Hockney describes such a cyclic reduction method
and refers to it as Parallel Cyclic Reduction [Hockney, Jesshope 81]. The tridiagonal system is
extended with equations for i<1 and i>N such that a, = ¢, = 0 and b,=1 for i<1 and i>N. The
parallel cyclic reduction algorithm is of arithmetic complexity O(NlogzN), but needs only half the
number of sequential steps (log,N instead of 2log,N).

3. A Computation Graph for Cyclic Reduction

In studying the mapping of computations on to a network of processing elements it is often
useful to represent the data structure and the computations performed on it by a graph. Nodes
correspond to data and computations, and directed edges to communication of data. Edges are
directed from the source towards the sink. Describing the computational network as a graph
with nodes corresponding to processing elements with local storage, and edges to
interconnections, the problem of mapping a computation on to the network of processing
elements becomes one of embedding one graph in another. Due to the dynamic character of the
computation graph, the embedding problem is also dynamic in nature. A static map of nodes in
the computation graph to processors in an ensemble is sometimes as efficient as a dynamic map,

but this is not always true, as will be proved for the tree.



We represent the coefficients of one equation, the corresponding right hand side, and the
unknown corresponding to the column of the diagonal element with one node in the computation
graph. The nodes are labeled with the equation number, starting from 0. In the first reduction
step every odd equation is modified using the immediately preceeding and succeeding even
equations. In the second reduction step, every other odd equation is modified using the
immediately preceeding and succeeding odd equations. The computation graph of odd-even
cyclic reduction is shown in Figure 3-1. The edges are labeled with the reduction phase in which

the information exchange occurs.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 3-1: A graph representation of odd-even cyclic reduction

The focus in our derivations below is on the communication requirements. The objective is to
present mappings that offer a communication complexity that is of the same order as the
complexity of cyclic reduction on an ideal parallel machine with unlimited resources. A detailed
optimization of operations should take advantage of particular architectural features of the
processors in the ensemble. For our complexity estimates we assume that

e a processor can perform one communication on all of its ports concurrently with
arithmetic operations

If only one port can be serviced at a time, then the order of the complexity would still be the
same for ensembles with a fixed number of ports per processor regardless of the size of the
ensemble. For cyclic reduction the same property is also true for our boolean k-cube algorithm.
We first study mappings of nodes in the computation graph on to distinct processors in the
ensembles. Such maps correspond to a highly concurrent system with one equation per processor.
We also study mappings of sets of nodes in the computation graph on to processors in the
ensembles. The granularity of computations in a node is increased, as well as the time to carry

out the computations.

The fact that the manner in which a data structure is traversed by an algorithm is of great
importance in finding efficient mappings is easily illustrated for cyclic reduction. A natural data
structure for the tridiagonal matrix, the vector of unknowns, and the right hand side, is a Nx5
array in which successive equations are stored in successive rows of the array. Conceptually this
array can be viewed as a one dimensional array. Mapping of the array to a computational
network preserving proximity does mot necessarily render algorithms of minimum complexity.

For instarce, a linear array can be mapped onto a binary tree such that the maximum distance



between successive nodes of the linear array when embedded in the tree is 3 [Sekanina 60},
[Rosenberg, Snyder 78] Figure 3-2. However, this embedding results in an algorithm of
complexity O(loggN).

level

Figure 3-2: Loop embedding in a binary tree [Sekanina 80}, [Rosenberg, Snyder 78]

4. Multiple equations per node

If the number of equations is greater than the number of processors, but the processors have
sufficient storage to hold several equations, then sets of equations can be mapped into a single
processor. Several such mappings are possible. In order to balance the computational load it is
desirable to make the number of equations per node as equal as possible. However, such a
partitioning is not sufficient to guarantee a uniform distribution of computations among
partitions, as will be shown. The set of equation indices, {0,1,2,...,2"-2}, is partitioned into K
partitions, such that a partition is assigned either [N/K| or [N/K] equations. A processor in the
ensemble architectures analyzed here is assigned one partition. The assignment may be static or
dynamic, but we allow at most one partition per processor. The set of partitions is denoted
P={P,, P, ..., Py ,}. Let the subset of P that is assigned [N/K] equations be Q=={Q,}, and the
subset assigned [N/K] equations be R={R.}. Clearly, P=QUR, and QNR=0. The set of
equations particzipating in reduction step j has indices in the set M’={(mj+l)2’-l},
m,={0,1,2,...,2"-2}, j={0,1,2,...,0:1}. [Mi|=2%-1 after n-k steps.

We will now analyze two different partitionings of the equation index set: consecutive and
cyclic. In the consecutive partitioning, partition P, is assigned indices {p}, iIN/K<p<(i+1)N/K.
The case where N/K is not an integer is treated in some detail later. In cyclic partitioning P, is
assigned equations i=pmodK, p=={0,1,2,...,2"-2}. Consecutive partitioning corresponds to the
notion of domasn decomposstion, frequently used in the solution of partial differential equations.
Because of this correspondence we will refer to the consecutive partitioning as domain

decom position.



We restrict the partitioning to be fixed during the course of computations. One of the
questions that has to be answered in the partitioning process is whether or not it is always
desirable to use as fine a partitioning as is possible with respect to the number of processors
available. The answer to this question depends on the partitioning method, even for an ensemble
in which the communication cost is negligable. We will show that the (parallel) arithmetic

complexity can increase considerably with a small change in the number of partitions.

Two essential characteristics of the ensemble architectures are the limited number of processors
with which a given processor can communicate, and the nonzero cost associated with each
communication action. Figure 3-1 displays the communication requirements for N=K, i.e., one
equation per partition. The efficient use of ensemble architectures requires a good match
between the communication needs of the algorithms and the topology of the ensemble. The
optimum size of the ensemble for a given problem depend on the topology as well as the relative

costs of communication and arithmetic.

We will now analyze the parallel arithmetic complexity and interpartition communication
needs for cyclic reduction with the set of equations partitioned cyclically and by domain
decomposition. The communication complexity cannot be determined until a mapping on to a
specific ensemble is made. For an optimal map it is necessary to properly match the
interpartition communication needs with the communication capabilities of the ensemble. The
arithmetic complexity is determined only by the partitioning and the assumption of one
bprocessing unit per partition. We state some of the properties of cyclic reduction on a partitioned

equation set in terms of theorems for easy reference in subsequent sections.

4.1. Domain decomposition

There are several issues that need to be addressed. For instance, is it of any significance with
respect to the total time for arithmetic and communication which partitions are assigned |[N/K |
equations and which are assigned [N/K] equations. Does the first n-k reduction steps yield one
equation per partition regardless of which partitions belong to the sets Q and R? What is the
required number of equation transfers between partitions in the first n-k reduction steps, and the
last k-1 reduction steps! Is the communication unidirectional? If the direction of communication
alternates then pipelining cannot be used to reduce the effect of communicating partitions being
mapped to processors at more than unit distance apart.

The number of partitions assigned [N/K] indices is clearly NmodK. For an ensemble of
linearly interconnected processors there is no topologically natural choice of K. For a 2-
dimensional mesh, K is naturally chosen as the product of two integers, often as a square for
reasons of symmetry. For binary trees it is reasonable to assume that they are balanced, i.e.,
K=2%1 for some integer k. For shuffle networks and boolean cubes K=2.
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Lemma 1. For K=2k-1, |R| is 2°™°dk.} apd lQi|=(E'l:£‘l gmmk)

Proof. N=2"1=(zln/k] gn-mky(gk.p)  gnmodk ; : QED.

Hence, for nmodk=>0 all partitions are of equal size, and all pariitions are assigned an odd
number of indices. The first reduction step will change this perfect balance in the number of
equations per partition that participate in the reduction. Let Ej={E§}, i==0,1,2,... be the set of
partitions in step j that have an odd number of equations participating in the reduction
computations. Let Fj={Fij}, i=1,2,... be the partitions with an even number of equations
participating in reduction step j.

Theorem 1. For K=2%-1, |Eij=gk-(-a)modk_y 501 1.1 and [E)l - [Ei*!I<1.

Proof. The proof is by induction. Consider j=0. If nmodk=0 then |R|=0 and [P;] is the
same for all i. [P;| is odd, since N is odd and K is odd. Hence, |E%|=|P|=K=2%-1 and the
theorem holds.

If nmodk5£0, j=0, then by lemma 1 |R] is odd and |Q] is even. Furthermore, [R;| is odd and
|Q;| is even, since N is odd. It follows that E°=R and |E%|=|R|=¢nmedk. l—[E’l—2k (i-n)modk_y
Also F'=Q and IF'I‘]-—]E;‘] 1. Hence, the theorem is true for j==0.

Assume the theorem holds for j>0. Then there are two cases: Fi=, or Fi£0. If Fi=0, then
IEJI—K, and every partition has an odd number of equations participating in step j+1. The
participating equations have indices Mj={(mj+l)2j-l}, mj={0,l,2,...,2n'j-2}. The index of each
participating equation is derived from the set m;, and each partition has an equal number of
indices from the set m,. The number is odd. In step j+1 reduction computations are performed
on equations corresponding to the odd indices in the set m;, and it follows that lE’ll—a, 1=0,1,.
(K-1)/2, a odd, is reduced to (a-1)/2, and that |E2]+l|—-a 1=0,1,..., (K-1)/2-1 is reduced to
(a-1)/2+1. Hence, an even number of partitions perform (a-1)/2 reductlons, and an odd number
of partitions (a-1)/2+1 reductions. It follows that (a-1)/2 is even since |mj +1/ is odd, and
Fitl=(EL},  1=01,..(K-1)/2, Efl=(EL )},  1=0,,.(K-1)/2-1. Finally,
lEj+l|=(|Ej l_l)/2=(2k-(j-n)modk-2)/2=2k-(j+l~n)modk_1.

If FjaéO, then the partitions with indices in the set FI have an even number of indices from the
set m,, and precisely half of the . equations in those partitions are subject to reduction
computations. Of the partitions in EJ, the first and every other one have subsets of indices from
m; starting and ending with even indices. Hence, for those partitions red.uction computations is
in step j+1 performed on (a-1)/2 equations where a is the cardinality of El. The number of such
partitions is even, since |E’l is odd, and the first and every other partition perform the same
number of reduction computations.. Hence, |Ej+l|=(|Ej|-l)/2. Q.E.D.
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Theorem 1 states that the difference between the number of equations subject to reduction
operations is at most 1 during the reduction phase. The same condition is true for the
backsubstitution phase, since in step j of that phase partition P, computes { IE;‘I or |F-l‘|}- {|E{+l|
or IFg*’l]}, j=n-1,n-2,...,0.

Theorem 1 also states that the number of partitions having an odd number of indices from the
set m, equals the number of nodes in a binary tree of height k-(j-n)modk-1.

Corollar)-'l 1. The initial partitioning of P into Q and R is of no consequence for the

computational balance.

Corollary 2. If r=nmodk and the partitions numbered 2"”{0,1,2,..., 2k‘('°)m°dk-2} initially
are assigned [N/K] equations, then in reduction step j the set of partitions E! have indices
2(j-n)modk{0’l’2’”.,2k-(j-n)modk_2}.

The indices of the partitions in corollary 2 correspond to the labels of the nodes at levels 0
through k-(j-n)modk-1 of a binary tree of height k-1 labeled in inorder (see e.g.
[Aho,Hopcroft,Ullman 74]), Figure 5-1.

For shuffle networks and boolean cubes the number of nodes is of the form 2K. We will state
the results corresponding to lemma 1 and 2 for K=2¥ before investigating the communication

requirements between partitions.

Lemma 2. Partitioning P into K=2¥ sets of as equal cardinality as possible yields |R|=K-1,
[R,|=2"k i={0,1,2,...K-2}, and 1Q,|=2"k-1.

Theorem 2. For K=2K [Fj|=K-l for j=0,1,2,..., n-k, |F§I=2“'k'j, i=0,1,....K-2, and
[Bij=2mkiy,

Proof. The proof follows that of lemma 2.

Corollary 3. At reduction step n-k one partition perform no reduction computation, and K-1

partitions perform 1 such computation.
With respect to interpartition communication needs we first establish the following.

Theorem 3. In the first n-k reduction steps partition P, only interact with partition P, for
i={0,1,2,...,.K-2} and partition P, , fori={1,2,...K-1}.

Proof. The number of indices assigned to a partition is at least [N/K]. The index difference
between equations is increasing monotonically during the reduction process, and is 2™¥! for step
n-k. Since the index set in each partition is consecutively ordered and 2%K! < [N/K] the
theorem follows. ' Q.E.D.
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We will now consider the interpartition communication need for K=2k-1. By theorem 1 it is
only necessary to consider adjacent partitions during the first n-k steps. The direction of
equation exchange between adjacent partitions changes during the reduction process. The

number of changes is different for different partitions.

Theorem 4. In the set of partitions Ps=2k"‘l{1,3,5,...,(23“-1)}, s={0,1,....k-1}, |P|=2k-l
there exist at least one partition which changes direction of exchange with one of its adjacent

partitions s+1 times for every k reduction steps.

Proof. A set P. EE’.ﬁE"+l requires one equation from P. . and P, during reduction step j,
since at step j partition P. has a subset of indices of m, that starts and ends with odd indices. A
set PEEJ Ei*! has equations needed by the adjacent partitions since such a partition has a
subset of indices of m, that starts and ends with even indices. Hence, a partition needs. equations
from its adjacent partmons in every reduction step for which it remains in the sequence of sets
E j=0,1,2,... During the step at which a partition leaves this sequence of sets the direction of

exchange is reversed.

A partition in the sequence of sets FJ exhibits several changes in the direction of exchange.
Consecutive partitions preceeding a partition P. such that PiEEjr]Ej'H have a direction of
exchange during step j from a partition to its succeeding partition. Similarly, consecutive
partitions succeeding a partition PiEEjﬁEj'H have a direction of exchange from a partition to its
preceeding partition. The converse is true for partitions P GEj Eitl, They form pivoting points
for the direction of communication. Let the set of consecutive partitions preceedmg P, be P ()’

{ }CF and the set of consecutive partitions succeeding P, be P{r}, {}CF In step j+1
either P {q) °F P n has its direction of exchange reversed since the direction of exchange is the
same for P{q}UP UP{r} for steps j+1,j+2,..., jmodk=

It remains to be shown that in the set P, there exist at least one partition changing direction of
exchange s+1 times. It is true for s=0 by lemma 2. The remainder of the theorem can be
shown by induction. ‘ Q.E.D.

Corollary 4. The communication for successive reduction steps can only be partially

pipelined.
Theorem 6. For K=2¥ the direction of exchange is constant during the first n-k steps.
Proof. The proof follows directly from theorem 2, since Fi=R=K-1 for j=0,1,2,..., n-k.

Corollary §. If for K=2%1 each partition is assigned 2" X+! (or 2™¥) consecutive indices,
then the direction of communication is constant for the first n-k+1 (n-k) reduction steps. Each
partition requires a total of 2*k*1] (or 2K.1) reduction computations during these steps.
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The benefit of modifying the number of equations to the form 2"’(2"-1) is that the number of
indices per partition is even for the first several reduction steps and it is possible to pipeline the
communications. This advantage is obtained at the expense of a possible increase in the
arithmetic complexity of at most a factor of 2 for the first n-k+1 steps. The arithmetic

complexity is the same for subsequent steps.

4.2. Cyclic storage
Theorem 6. With K odd, K#£1, then only every Kth element of the sequence of sets M/,
i={0,1,2,....n+1-log,(K+1)} is located in the same partition, and the balance of cor:putation is

as even as possible.
The proof is by contradiction.

Theorem 7. If K=2K then after k reduction steps, all indices in the sequence of sets Mj,
j={k+1,...,n-1} are in the same partition

Proof. Immediate since the index difference in reduction computations is 2j, i={0,1,2,...,n-2}.

Corollary 6. The communication required in each reduction step is between partitions
differing in index by 2/modK. The number of such communications from each partition is
[N/(2IK)] for i={0,1,2,....log,(N/K}} if K is odd. For K=2X the communication per partition is
[N/K] for the first k steps, then all equations are in the same partition.

4.3. Comparison of domain decomposition and cyclic partitioning

The parallél arithmetic complexity of domain decomposition is E;"_lllEjl for the reduction
phase and |E®|+k-1 for the backsubstitution phase. Hence, the total arithmetic complexity is of
the form O(N /K+log,K) (approximately (8+9NR)N/K+(5+8NR)log,Kt,) where NR is the
number of right hand sides). The arithmetic complexity is the same for cyclic partitioning with
K odd. For K=2% and cyclic partitioning the parallel arithmetic complexity is O((N/K)log,K).
i.e., considerably higher than for the other partitioning schemes.

The communication requirements for domain decomposition is 2(log,N-log,K) communications
with adjacent partitions plus a total of 2(log,K-1) communications between partitions differing in
indices by 1,2,...,252. Using the cyclic partitioning with K odd yields 4N/K communications
between adjacent partitions for the first n-k reduction steps and last backsubstitution steps. For
the last k-1 reduction steps and first backsubstitution steps the communication need is the same
as for domain decomposition. For cyclic partitioning and K=2% the total number of
communications is (N/K)log,K (N/K in each of log,K steps) between partitions that differ in
index by 1,2,.... K/2. | Clearly, domain decomposition is superior.
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For cyclic reduction truncated after m <n-k steps the parallel arithmetic complexity is reduced
by O(N/(2™K)) for domain decomposition and the communication complexity reduced to m

sequential communications with adjacent partitions.

4.4. Domain decomposition with reduced communication complexity

The arithmetic complexity of domain decomposition as well as cyclic partitioning is of the
desired order, i.e. O(N/ K+log2K), which is the same as the lower bound for the solution of an
irreducible linear system of equations. The communication complexity is O(log,N). By
abandoning cyclic reduction for the first n-k reduction steps (and last n-k backsubstitution steps)

it is possible to achieve a lower communication complexity.

The following algorithm obtained by combining Gaussian elimination and cyclic reduction,
GECR, requires 2log2K sequential communication actions between partitions with indices
differing by 1,2,4,...,.K/4. The algorithm proceeds in 4 phases. Phase 1, 4 are entirely local to a
partition, and partition 2 requires one communication action between adjacent partitions. Steps
1 and 2 are based on Gaussian elimination, step 3 on cyclic reduction, and step 4 is a
backsubstitution phase. Steps 1, 2, and 4 are the same as in the algorithm by Wang, [Wang 81].

Similar ideas are used in [Sameh 84].

The algorithm is:

e Phase 1: Eliminate the subdiagonals by Gaussian elimination, concurrently in all
partitions.

e Phase 2: Eliminate the superdiagonal by Gaussian elimination, concurrently in all
partitions, starting from the second last equation in each partition, and terminating
with the last equation in the preceeding partition.

e Phase 3: Solve a tridiagonal system of K equations. The system is made up of the
the last equation from each partition.

e Phase 4: Solve for the remaining variables concurrently in each partition.

In phase 1 fill-in occurs in column i*N/K of partition i i={1,2,...K-1}. In the second phase
fill-in is created in column (i+1)N/K of partition i, i={0,1,....K-1}. The last equation of each
partition in this system of equations form a tridiagonal system in the variables corresponding to
the columns (i+1)N/K, i={0,1,2,....K-1}.

The appearance of the matrix after phase 2 is shown in Figure 4-1.

The arithmetic complexity of GECR is almost identical to that of cyclic reduction, i.e. 8
arithmetic operations for reduction on the matrix, 4 for each right hand side in the reduction
process, and 5 per right hand side in the backsubstitution phase. The communication complexity
of phases 1,2, and 4 is reduced from 2(log2N-logzK) to 1. The number of communication actions
for phase 3 is 2(log,K-1). For sufficiently fast convergence truncated cyclic reduction based on

domain decomposition may be competitive with GECR.
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Figure 4-1: The matrix after phase 2 of GECR

4.5. A comparison of cyclic reduction and Gaussian elimination

The parallel arithmetic complexity of 2-way Gaussian elimination (performing elimination from
both ends) is (3+5NR)YK-3)/2+5+6NR, and that of cyclic reduction is
(5+8NR)(Klog,-2)+5+6NR where NR is the number of right hand sides. In this complexity
estimate for cyclic reduction two communication actions per reduction step are required. If the
overhead for communication is large, then it might be beneficial to accept an arithmetic
complexity of (84+9NR)([K]-2)+5+8NR, which can be achieved with one communication action
per reduction step. The parallel arithmetic complexity of cyclic reduction is always lower than
that of Gaussian elimination. The communication complexity of 2-way Gaussian elimination is
(1+NR)K-1). The communication complexity of cyclic reduction depends on the communication
capabilities of the ensemble. For a linear array it is (14+NR)5/4K-7/4), and for a shuffle
network it is (1+NR)2+3(log,K-2)), K>7. On a shuffle network the communication complexity
of cyclic reduction is always less than that of Gaussian elimination. For K<7 the communication
complexity as well as the arithmetic complexity of cyclic reduction and 2-way Gaussian

elimination are the same.

For a linear array the number of processors for which cyclic reduction becomes competitive
with Gaussian elimination depends on the cost of communication relative to arithmetic. For
t.=t_ cyclic reduction is always preferable regardless of the number of right hand sides. For

t =10t, Gaussian elimination is always more efficient on a linear array, regardless of the number
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of right hand sides. For t =5t  Gaussian elimination has a lower total complexity for K<15,
independent of the number of right hand sides. For K>863 cyclic reduction is always of lower
complexity, regardless of the number of right hand sides. The choice of method for a linear array

is critically dependent upon the relative communication cost.

Gaussian elimination becomes increasingly competitive if multiple independent problems are to
be solved. In such a case the computations for independent problems are easily pipelined without
conflicts using Gaussian elimination. Full advantage can be taken of its lower arithmetic
complexity per step, 3+2NR in the elimination phase and 2NR in the backsubstitution phase,
compared to 5+8NR n the reduction phase and 5NR in the backsubstitution phase for cyclic
reduction. Furthermore, in the algorithm using cyclic reduction one processor is used log2K
cycles. Hence, if the problems are mapped on to the linear array in the same way, then the
solution of a new problem can be initiated only every logzK cycles. Even if the linear array has
an end-around connection, i.e., it is a ring, and different problems are mapped on to the ring such
that interleaving of computations is successful, Gaussian elimination would still be more effective

for a sufficiently large number of problems due to its lower arithmetic complexity.

4.6. Multiple independent problems

With multiple independent problems the solution to successive problems can either be
pipelined, or the partitions be made larger so that the total number of partitions for all problems
remain constant. This strategy corresponds to partiticning the ensemble into subsets of

processing elements, each subset treating a separate problem.

Theorem 8. Pipelining the computations of multiple independent problems mapped to
processors statically in the same way yields a higher parallel arithmetic complexity than

partitioning the ensemble.

Proof.Since all partitions need to perform computations until the problem is reduced to K
equations it suffices to consider the case N=K. Partition 25! is subject to reduction
computations during log,K steps. Hence, if the map is identical for all problems there is a
separation of log,K steps between problems if they are pipelined. The total complexity for P
problems is O(Plog,K).  The arithmetic complexity for partitioning the ensemble is
O(log,K+P-log,P), P=1,2,... K. Q.E.D.

The effect on the communication complexity is not as easy to establish. Clearly, for pipelining
statically and identically mapped problems the communication complexity grows in proportion to
the number of problems solved. Partitioning results in multiple equations per processor, and a
different map may be preferable. In such a case, the topology of the ensemble will affect the way

in which the communication complexity changes. However, the following holds:
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Theorem 9. Let the communication complexity for partitioning the ensemble of K processors
for P problems be CC p!‘(K,P), and the complexity for pipelining the problems be CCpi(K,P).
Then, CCpa(K,P)—»O P—K, and CCpi(K,P)=Palog2K+ﬂ.

From theorems 8 and 9 it follows that for P<K, and P sufficiently large partitioning the
ensemble is always more effective than pipelining. The particular value of P for which the
potential equality holds varies with the topology of the ensemble and the mapping used.

6. Cyclic reduction on a binary tree of processors

Binary trees are often used in the analysis of algorithms and have good properties from a
construction point of view. Several ensemble architectures with trec interconnected processors
bave been proposed, and are in various stages of design and construction. The Caltech tree
machine [Browning 80] [Browning,Seitz 80] [Seitz et.al. 84), is a MIMD architecture with each
node planned as a 16-bit microprocessor. The NON-VON machine of Columbia University [Shaw
82], is an ensemble of 8-bit processing elements operating on instructions broadcast from a
control processor attached to the root of the tree, i.e., it is an SIMD machine. NON-VON-4 is
perceived as a MIMD architecture [Shaw 84]. Mago has investigated a reduction machine using
tree interconnected processors [Mago 79]. The TRAC (Texas Reconfigurable Array Processor)
[Sejnowski et.al. 80], is a MIMD ensemble architecture, but of a different kind than the ones
investigated here in that the processors have insignificant local storage, and processors and

storage are at opposite sides of a switch network.

5.1. One equation per node

The data structure is mapped only on to the leaf nodes in many tree algorithms. Intermediate
nodes perform communication and computations of partial and/or final results. This form of
mapping is employed in [Presnell, Pargas 81] yielding a cyclic reduction algorithm of complexity
O(logZK) (N=K).

From the computation graph of cyclic reduction it is clear that 1 node communicates with
2(log,K-1) distinct nodes, 2 nodes communicate with 2(log,K - 2) nodes, etc. No mapping of the
graph in Figure 3-1 on to a binary tree exists such that proximity is preserved.

Theorem 1 and corollary 2 suggest an inorder map of the equations on to the nodes of the
binary tree, see Figure 5-1. Indeed, an inorder map allows cyclic reduction to be performed in
O(log,K) time. In the inorder map we identify equation index i with node index i+1.

Corollary 7. The effective tree height is reduced by 1 per reduction step.

Corollary 7 follows from theorem 1 and corollary 2.
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Figure 5-1: Inorder labeling of a binary tree

The first stép of the cyclic reduction algorithm requires k time steps. In an inorder labeling of
a binary tree, node 2¥ is at distance k from the nodes 2X+1. The required communication paths
for reduction step 1 are indicated in Figure 5-2. The tree edges forming the path from the
leftmost and rightmost leaf nodes to the root need only transmit one equation. Edges connecting
leal nodes with their respective parent node also need only transmit one equation. All other
edges have to transmit two equations in the first reduction step. The reduction computations are
carried out in the nodes that store the equations subject to modification. Each subsequent
reduction step requires only one additional time step, since the inorder mapping makes possible
pipelining of successive reduction steps. The total number of time steps for the reduction phase

is 2k. The back substitution also requires 2k time steps.

love!

Figure 5-2: Communication for reduction step 1

In order to make the behavior of the algorithm clear we will now describe a version that
distinguishes only between the root, the intermediate level nodes, and the leaf nodes. The nodes
on the path from node 1 and node N to the root are executing the same code as other

intermediate level nodes for reasons of simplicity and clarity. No loss of performance occurs.
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The time for the additional communication is masked by the time required for communication in
other parts of the tree. A concise description in the form of pseudo code is contained in the

Appendix.

The algorithm starts and terminates in the leaf processors. They send their equation$ to their
respective parent processors. These nodes (at level k-2 from the root) send the two equations
they receive to their parents, and perform the computations for reduction step 1 on the equation
they store. The processors at level k-3 receive two equations from each of their two children
processors. One of the equations a processor receives from each of its children processors is to be
forwarded to its own parent processor, one is used in reduction step 1 for the equation the
processor stores. Hence, processors at level k-3 send two equations to their parents, precisely as
nodes at level k-2. After k-1 steps equations labeled 9k141 have propagated to the root.
Assuming that a data item can first be used during the time step following the one during which
it was received one additional step is needed to complete reduction step 1. The leaf nodes do not
participate in reduction step 2. The effective tree height is reduced by 1 per reduction step.

By pipelining the reduction steps a new reduction step can be initiated every other time step.
Associating a wave front with each reduction step, wave fronts are spaced one level apart. There
are a maximum of |k/2] wave fronts in the tree during the reduction phase. Pipelining occurs
naturally in a system in which synchronization is accomplished via message passing. As soon as a
processor has finished the communication actions, and the computations associated with a
reduction step, it proceeds to the next reduction step. If the partner processor in a
communication is not ready to participate, the requesting processor has to wait until the partner

is ready.

On completion of the last reduction step the root processor computes variable Xox1 and sends it
to its two children processors. Those compute the variables Xgi-2 a0d Xg,or2. For the sake of
program uniformity we also have the root processor send x, to the left child and Xk 4 to the
right child. By so doing each node will receive two x-values from its parent in the
backsubstitution phase. There is one wave front propagating from the root towards the leaves in
the backsubstitution phase. There are K computations and K-1 communication steps in

sequence.

A concise description of odd-even cyclic reduction on a binary tree is in the Appendix given in
the form of pseudo code. The progression of the computations is for K=15 illustrated in Figure
5-3. Superscripts refer to reduction step. The numbers on edges and nodes denote equation

numbers. A few time steps of the backsubstitution computations are shown in Figure 5-4.
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Figure 5-4: Cycle 1 - 4 of the backsubstitutiou phase

The computational complexity is:

Reduction. (k-2 max(t,t.) +t.) +t, + ¢, k>1
Backsnibstjtution. (k-l)tc + kt_
Total. (k-2)max(t,,t ) + 2(k-1)t_ + (k+1)t,, k>1

In the estimates t_is the maximum time required for a communication, and t_ is the maximum
time required for arithmetic operations on one equation. For each reduction step, except the last,
the required time is t +max(t ,t ). If t. >t , then the total time for cyclic reduction with one
equation per node is (2k-1)t_.. With t >t_the time is (3k-4)t..

The estimates can be refined somewhat with the following assumptions;
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e the time for communication is proportional to the number of values communicated,
o the time for arithmetic is proportional to the number of arithmetic operations,
e communication and computation can overlap in a pipelined fashion
In the reduction phase 2 equations, i.e., 8 variables are communicated between processor pairs.
In the backsubstitution phase 2 variables are communicated. In the reduction phase 2
multiplications, 4 multiply-and-add operations, and 2 divisions are covered by t,. In the
backsubstitution phase 2 multiply-and add operations, and 1 division are performed.

If t: denotes the time for communication of 1 variable, and t: denotes the time for a multiply-
and-add operation, assuming that division can be accomplished in this time as well, the following

alternate estimates can be derived.

Reduction. | - . - L |

(k-3Xt; + 8max(t,t.)) + 2t  + 4max(2t,,t ) + 3max(2t ,t,) + 2t,, ' k>3

2t + 4max(2t],t]) + 3max(2t]t}) + 2t], k=2
Backsubstitution. ‘

(k-1)2t} + t]) + max(t], t]), k>1
Total.

2(k-3)(t] + t! + 4max(t},t])) + Tmax(2t},t}) + max(t),t)) + 203t} + 2t]), k>3

In these estimates the fact that the leaves in the reduction phase have to send only 4 values is
used. The processors along the paths from the leftmost and rightmost leaves to the root also
only have to send 4 values to their respective parent processor in the reduction phase. This

property results in special treatment of trees with k<3.

5.2. Truncated cyclic reduction

In the binary tree algorithm based on an inorder map of equations to nodes of the tree, the
order of the time complexity cannot be reduced for truncated cyclic reduction. It takes n-1
communication steps to complete the first reduction step. However, fewer time steps are required
subsequent to this propagation phase. The backsubstitution phase still needs k-1 communication
steps, since Xy /2 has to propagate to the leaf level. The number of arithmetic steps prior and
subsequent to solving the diagonal system is m. The complexity estimates for truncated cyclic

reduction are

Reduction. (k-1)t, + (m-1)max(t,,t,) + t,
Backsubstitution. (k-1)t, + (m+1)t,
Total. 2(k-1)t_ + (m-1)max(tt ) + (m+2)t,

If t <t , then the estimated time is reduced in proportion to (k-m)/k, if t.~t, then the
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reduction is proportional to (k-m)/2k, and if t >t the reduction in the estimated time for the
reduction phase is proportional to (k-m)/3k.

The reduction in the estimated time complexity is proportional to the reduction in the number
of steps in the reduction process. The constant of proportionality varies from 1 to 1/3. The
reduction in time for the parallel version of cyclic reduction is much greater than on a
uniprocessor. This property is a consequence of the fact that approximately half of the number
of arithmetic. operations is performed in the first reduction step and the last backsubstitution

step, one quarter in the second step, etc.

5.3. Multiple equations per node
With N>K cyclic reduction based on domain decomposition and GECR are two candidate
algorithms. Their mapping on to a binary tree is discussed next. For the binary tree mapping by

contraction is another possibility, and we will show that it is inferior to the other two.

65.3.1. Domain decomposition

An inorder mapping of partitions to processors in a binary tree has the advantage that after
the first n-k reduction steps there is one equation per processor ordered such that the algorithm
for one equation per processor can be used. The final k-1 steps of the reduction process are
completed in time proportional to k, i.e., the minimum order possible. However, proximity is not
preserved between partitions having comsecutive indices. Consecutive partitions may be located

at a distance of up to k-1 nodes apart. For partitions mapped to nodes in inorder we have:

Theorem 10. With partitions mzpped to processors in inorder, every k reduction steps require
approximately (k/2)2+k communication steps in a tree of K=2%1 processors, assuming the

reduced system has at least K equations.

Proof. Theorem 4 together with the inorder map of partitions states that at least omne
partition at level s exhibits s+1 changes in the direction of information exchange with one of its
adjacent partitions for every k reduction steps. The minimum number of communication steps
between a partition at level s and either of its adjacent partitions is k-1-s for an inorder map.
Hence, for every k reduction steps there exists at least one partition at level s requiring (s+2)k-1-
s)+(k-s-2) communication steps. In this expression it is assumed that successive communication
requests in the same direction are pipelined. The maximum total communication cost occurs at
level |(k-1)/2] and the theorem follows. Q.E.D.

An alternative to mapping partitions in inorder to processors is to use a proximity preserving
map, such as the one devised by Sekanina. [Sekanina 60]With such a map the communication
time per reduction step during the first n-k steps is independent of k. However, the final k-1 steps
require a time of O(k2). By changing the proximity preserving map to the inorder map after the
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first n-k steps the time complexity of the last k-1 steps is proportional to k. We will show that
the change of map requires time O(k). Hence, the communication complexity is of O(n-k) for the
first n-k steps of cyclic reduction, and O(k) for the last k reduction steps.

Since we only need to embed a path, not a loop, as described in [Rosenberg, Snyder 78], and
the embedding is changed to an inorder embedding during the execution of the algorithm, we
modify the embedding algorithm by Rosenberg and Snyder (R&S) to generate a path embedding
as in Figure 5-5.

1) e
(8) . (24 !
(4) (15) (17) (2¢) 2
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Figure 5-5: Mapping of a path to a binary tree preserving proximity
The modifications of the R&S algorithm are as follows:

1) The nodes in the left subtree of the root are labeled in descending order, and the nodes in

the right subtree in ascending order.

2) After having descended one level the right child of a node is always visited before the left
child in the left subtree of the root. The converse is true for the right subtree of the root.

3) The nodes on the paths from the leftmost and rightmost leaf nodes to the root are labeled in
inorder.

The first modification only affects the label assigned to a node. In combination with
modifications 2) and 3) the node labels in the left subtree of the root decrease progressing
towards the leftmost leaf node in Figure 5-5, and conversely increase towards the rightmost leaf

node in the right subtree of the root.

The second modification is made only to increase the formal similarity with a tree labeled in
inorder. The two labelings generated by the R&S algorithm and an algorithm with only the

second modification are clearly isomorphic.
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The third modification can be made without the maximum distance between adjacent nodes
being increased since we are only embedding a path, not a loop. The distance between the last
labeled node in the left subtree and the first labeled node in the right subtree is of no concern.

The algorithm is of the depth-first type and labels every other node on descent, and labels
nodes in postorder on ascent, except nodes on the path from the root to the leftmost and
rightmost child which are labeled in inorder.

Theorem 11. The maximum distance between adjacent nodes in the path is 3 when
embedded by the path embedding algorithm.

Proof. It suffices to prove that the maximum distance between consecutively labeled nodes is
bounded by the maximum distance generated by the R&S algorithm. On descent, the path
embedding algorithm is identical to the R&S algorithm, except for the order in which left and
right subtrees are visited. This difference only affects the symmetry. Hence, on descent the
maximum distance between consecutively labeled nodes is 2. On ascent nodes are labeled when
last encountered in the path embedding algorithm as well as the R&S algorithm. However, the
modified algorithm differs in when a node is last encountered. By always labeling nodes at every
other level in postorder in the R&S algorithm a return path with maximum distance of 2 between
consecutive nodes is guaranteed. The path embedding algorithm uses the same strategy, except
for nodes between the leftmost and rightmost leaf nodes and the root. This strategy can only
decrease the maximum distance between successively ordered nodes, except for the distance
between the node labeled last in the left subtree of the root and the node labeled first in the right
subtree. However, this distance is of no relevance for the path embedding. Q.E.D.

Theorem 12. The number of communication steps nécessary to change the embedding
generated by the path embedding algorithm to an inorder embedding is k-3.

Proof. The proof is in three parts.

i.) The nodes on the paths from the leftmost and rightmost leaf nodes to the root, including
the leaf nodes, are labeled in inorder. The root is initially assigned its final inordcr label. Its left
child is labeled after the right subtree of that node is labeled. Hence, its label is
2k'l-(2k'2-l)-l=2k'2. By induction it is also true for the remaining nodes along the path. The
same property is clearly true for the path to the rightmost leaf node.

$1.) The number of communication steps is at least k-3. In the left subtree of the root one
node at level 2 is labeled 2™ -1, i.e., it is odd and shall be at the leaf level in an inorder labeling.

$41.) It remains to be shown that there is no conflict in data movement. Since the arguments
for the right subtree are symmetric, it suffice to prove that there are no conflicts in data

movement for the left subtree of the root. The left subtree of the node at level 2 that needs to
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be relabeled is labeled after its right subtree. The labels start at 25241 and end at 3x2k-3),
Hence, no exchange between the left and right subtrees is necessary. The right child of the node
at level 2 being considered has the label 3*2k'3, since it is labeled last in the right subtree. A

local exchange gives the node at level 2 the correct label. The theorem follows by induction.
Q.E.D.

Theorem 13. Cyclic reduction based on domain decomposition can on a binary tree be
performed with a communication complexity of O(log, N/K)+log2K)=O(logzN).

Theorem 13 follows from theorems 11 and 12.

Some of the nodes adjacent in the path are at a distance of 1 in the embedding generated by
the path embedding algorithm. Others are at a distance of 2 or 3. The number of directjons of
exchange between adjacent partitions vary from 1 to k for every k reduction steps according to
theorem 4. Hence, pipelining can not be used at all between at least one pair of partitions. In a
worst case mapping such partitions would be at a distance of 3. Furthermore, communication
paths are shared between two different pairs of nodes adjacent in the path. With this
assumption the complexity for each of the first n-k reduction steps  is
ma.x(([(2"'j-1)/K]-?)ta,ﬁtc) + 2t.), 1<j<n-k. The arithmetic complexity is the same as for the
algorithm entirely based on an inorder mapping. The time for changing the map of the path
embedding algorithm to an inorder map is (k-3)t.. For n=k+1 it does not pay to use the
proximity preserving map. The estimated complexities are:

Reduction. _
(k-2)(max(t,t) +t) +t, + (k-3)t + 6t +t + E;‘:kﬂ(m&x(([(?’-l)/K]-?)ta,ﬁtc) + Qta);k -
n°kK,

Backsubstitution.

(k-D)te + ke, + (ke3)t, + Z7_,  (max(([(2-1)/K] - [(2FL1)/K] - 2)1,_ 6t ) + 2¢)

Total (CR).

(k-2)max(t,t ) + (4k-3)t, + (k+2)t, + E;‘:k H(max(([(?j-l)/K]-2)ta,6tc) +2t.) +

+ Tjmpa(max(([(Z-1)/K1 - (2L 1)/K]-2)e, 6t J+21,)

The total complexity is O(N/K+log,N). Using a proximity preserving map for the first n-k
reduction steps always yields a lower total complexity for n>k+1 than a constant inorder map.

5.3.2. Gaussian Elimination - Cyclic Reduction
Using the inorder map for GECR requires k-1 communication steps in phase 2 of the
algorithm. The remaining communications are as in cyclic reduction for one equation per

processor. The estimated complexity is

Total (GECR). (k-2)max(t,t ) + 3(k-1)t, + (k+1)t, + 2(IN/K1-1)2¢,
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5.3.3. Contraction

This mapping allows successive reduction steps to be pipelined in the binary tree, in a way
similar to the case with one equation per processor. Conceptually, the contraction map can be
obtained by a two stage procedure. First, the equations are mapped in inorder to nodes in a
logical tree with N nodes. Then, levels O through n-k of this logical tree are mapped to the root
processor of the processor tree. Level n-k+j of the logical tree is mapped to level j of the
processor tree. The root of the processor tree stores equations {2"'1, gegkl (2“‘k+‘-1)2k'1),
and processor p at level r of the processor tree stores {p2™kiok'lT yop-kygegklr
p2"'k:h(2"'k-l)2k'l"}. The root processor receives 22 k+1] equations, i.e., essentially twice the
number of equations of the other processors. Hence, the contraction map is poorly balanced. Its
advantage is the possibility of pipelining successive reduction steps. Figure 5-6 shows this

mapping for n=>5, k=3.

level

4,8,12,16,20,24,28 0

Figure 5-8: Mapping N equations to K processors by contraction

With this mapping the first k-1 reduction steps are performed in a pipelined manner on the
tree, and the last n-k reduction steps are performed in the root processor. The converse is true
for backsubstitution. The processors on the path from the leftmost and rightmost leaf processors
to the root need to communicate 2™ ¥+1.] equations to their respective parent processor (instead
of 1 for n=k). The leaf processors need to communicate 2% equations, and the remaining
Pprocessors gn-k+1 equations to their parent processor in the reduction phase. For the
backsubstitution phase the number of values per communication is 2"¥+1 instead of 2.

The complexity estimates below make use of the assumption that communication and
computation can overlap in a pipelined manner, i.e., reduction on one equation is performed while
the necessary communication is carried out for the reduction of another equation in the same

processor. In the backsubstitution x-values are sent from the root as they are computed.
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Therefore, computations of x-values can start in several processors before all values are computed
in the root.

Reduction.
(k-2)(2™** - 1)max(t t ) + (k-1)t_ + max((2" L1y (22Ke2) ) + 25+ (nk+1))t,

Backsubstitution.
max((27 K1)+t (2R 410 ) + (-2t 4t ) + ¢

The arithmetic complexity for mapping by contraction and domain decomposition com pares as
3N/K and N/K+log,K. The communication complexities compare as (N/K}log2K and log,N.
Domain decomposition is clearly preferable, in that mapping all processors participate in the first
n-k reduction steps. The last k-1 steps are performed with a decreasing number of Processors
engaged. In mapping by contraction the converse is true. The first k-1 steps are performed with
a decreasing number of processors engaged, and the final n-k steps are performed in the root
processor. Not only is the balance of computations better for domain decomposition, but the

communication is also less.

5.4. Parallel cyclic reduction, and multiple ind2pendent systems

Inorder mapping of equations to processors is not feasible for Hockney's parallel cyclic
reduction. With all odd equations mapped to the leaves, each step requires O(log2N) time.
Pipelining can not be performed for all of the parallel reductions.

The inorder map allows the reduction phases of independent problems to be pipelined. The
computation of one problem is initiated before the reduction phase of the preceeding problem is
complete. Hence, except for the first problem, the propagation time from the leaves to the root is
masked by computations. A reduction phase can be initiated at the rate of (k-l)max(ta,tc). A
backsubstitution can be initiated at the rate max(t_,t ). For P problems a term (P-1)kmax(t .t )
is added to the complexity estimates.

Partitioning the tree such that there are equally many partitions as problems for P <K results
in approximately P equations per processor. The first partitioning increases the computational
complexity with a term 2kt +const due to the communication from root to leaves. For P>2 a
communication cost proportional to k-log,P is instead incurred by the rearrangement of the
proximity preserving map to an inorder map and back to the proximity preserving map. The
arithmetic complexity increases as P-log,P. The time to solve P problems by partitioning the
tree increases from O(log,K) for P=1 to O(K) for P=K.

A careful analysis yields the following:

Theorem 14. Partitioning is a more effective strategy than pipelining in solving multiple
independent problems.
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6. Shuffle-exchange networks

A shuffle-exchange network can be defined in terms of the binary encoding of the integers
{0,1,2,...,2%-1}. Let (p,_,Py.o-PPy)s p, = {0,1}, i = {0,1, ...,.k-1} be node addresses. Then,
node (p,_,P, o---P;Py) is connmected to node (Py.oPy.3--PoPy.;) (obtained by a cyclic shift).
Furthermore node (p,_,p, ,----P,0) is connected to (Py.iPy.g---P;1)- The edges obtained by cyclic
shifts are called shuffle edges, and the even-to-odd edges exchange edges, [Leighton 83). Most
nodes in a shuffle-exchange network are connected to three nodes. Nodes (0...0) and (1...1) are
only connected to one other node, since the cyclic shifts do not yield a different number. Nodes
with addresses obtained by cyclic shifts of each other are said to belong to the same necklace.
The number of degenerate necklaces, i.e., necklaces with fewer than k nodes, is of O(/K),
whereas the number of full necklaces is of O(K/log,K). An 8-node shuffie exchange network is
shown in Figure 6-1, and a 16-node network in Figure 6-2.

Figure 8-1: An 8node shuffle-exchange network
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Figure 8-2: A 16-node shuffle-exchange network

The 8 and 16-node shuffle-exchange networks are planar, but arbitrary shuffle-exchange

networks are in general not planar.
Proposition 1. The diameter of a shuffle-exchange graph is 2k-1.

Proposition 2. The maximum distance between consecutively labeled nodes is 2(k-2) and
occurs between nodes (100..0) and (011..1).
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Proposition 1 states that the diameter of a 2X node shuffle-exchange graph is almost the same
as the diameter of a 2¥-1 node binary tree.

Proposition 2 is an important difference compared to the perfect shuffle network treated in the
next section. Cyclic reduction requires communication between copsecutively numbered
equations. ldentifying an equation with a node having the same number in the shuffle-exchange
graph does not yield an efficient algorithm. The maximum distance between consecutively
ordered nodes has to occur between an odd node and its succeeding even node. It is also easily

seen that the distance is at most twice the number of bit reversals.

Proposition 3. A binary tree of 2%.1 nodes can be mapped to a shuffle-exchange graph of ok
nodes such that the distance between nodes adjacent in the tree is at most 2 in the shuffle
exchange graph.

One such mapping is obtained by labeling the nodes in the tree in breadth-first order, starting
at the root and assigning to it the number 1. With this labeling of the tree, the number assigned
to the left child of a node is twice the number assigned to the parent node. The number assigned
to the left child can be obtained by a left cyclic shift of the parent’s address. All nodes above the
leaf level have the highest order bit 0, and the left cyclic shift always generates an even address.
Clearly, if a node of the binary tree is identified with a node in the shuffle-exchange network
having the same address, then a parent node and its left child are adjacent. The right child of a
node in the tree is mapped to the odd processor adjacent to the even processor of the lefi child.
Hence, for every node in the tree, its left child is at distance 1, and its right child at distance 2.

Figure 8-3: A binary tree embedding in a 16-node shuffle-exchange network

The equations are mapped to the processors in inorder, and the algorithms described for the
binary tree can be used with minor modifications. Pseudo code for cyclic reduction on a shuffle-
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exchange network is contained in the Appendix. The algorithm is derived from the binary tree
algorithm with one equation per processor.

The following complexity estimates apply to the shuffle-exchange algorithm.
Reduction. 2(k-1)t, + (k-2)max(t,,2t) + t,

Backsubstitution. 2(k-1)t, + kt_
Total. 4(k-1}t, + (k-2)max(t ,2t ) + (k+1}t,

With this map of the binary tree on to the shuffle-exchange network, equation 9k-11 is stored
at a distance of 2k-3 from equation k-l This distance is approximately twice that in the binary
tree, and is reflected in the propagation time required for the first reduction step. If the
communication time dominates the time for arithmetic, then the shuffle-exchange algorithm

based on the tree algorithm requires twice the time of the tree algorithm.

The above shuffle-exchange algorithm inkerits the properties of the tree algorithm. Hence, for

truncated cyclic reduction there is still a propagation time of O(k).

It is possible to embed two trees in the shuffle-exchange network, in such a way that for cyclic
reduction the computations for the two trees take place in distinct sets of processors. A processor
may be shared for communication purposes. If one tree is mapped to the shuffle-exchange
network as described above, then the other tree can be embedded by identifying a tree node with

a processor whose address is equal to the bit-wise complementation of the tree node number.

Multiple independent problems can be pipelined in the same way as in the binary tree, in order
to reduce the effects of the propagation time on the performance.

7. Perfect shuffle networks

A perfect shuffle network is closely related to the shuffle-exchange network. In addition to the
connections of that network, the perfect shuffle also has connections between every odd processor
and its succeeding even processor, modulo the size of the network. Hence, in the perfect shuffle
network processors having successive addresses are linearly interconnected. Stone has described
mappings of bitonic sort, and the FFT, on to a perfect shuffle network [Stone 71].

7.1. One equation per processor

Odd-even cyclic reduction is easily mapped on to a perfect shuffle network. Let a processor
initially store an equation with the same number as its address. Then, the first reduction step
can be carried out in the time needed for one communication and the time of one reduction
computation. After the first reduction step is completed, an unshuffle (right cyclic shift)
operation is carried out, bringing every even, one step reduced, equation into the processors with
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addresses in the lower half of the address space. The second reduction step is now carried out in
these processors, requiring only nearest neighbor communication. The reduction phase is
completed after k-1 reduction steps and k-2 unshuffle operations. The backsubstitution requires
k equation solutions with nearest neighbor communication (ia addresses) and k-2 shuffle

operations (left cyclic shift).

This simple algorithm is not applicable to the shuffle-exchange network, since processors with

successive addresses are in general not nearest neighbors.

The complexity estimates for the perfect shuffle algorithm are:

Reduction. (2k-3)t, + (k-1)t,
Backsubstitution. (2k-3)t, + kt_
Total. 2(2k-3)t, + (2k-1)t,

7.2. Truncated reduction, multiple equations per node

Truncating the reduction after m steps reduces the number of unshuffle operations to m-1.
The total number of communication steps in each phase of the cyclic reduction computation is
reduced to 2m-1. The time complexity is 2(2m-1)tc+(2m+l)ta.

For N>K, partitioning can be used to define a mapping of equations on to processors.
Partition i can be identified with processor i. Processor i communicates one equation with
processors i+1 (i;é2k-2) and i-1 (i5£0) during the first n-k reduction steps. The communication is
local and no shuffle operations are needed. The complexity estimates are:

Reduction. 2(k-1)t, + kt_ + E}’:k+l(max((|’(25-l)/K]-2)ta,tc) + 2t,))
Backsubstitution.  2(k-1)t_+ (k+2)t, + E}Lk +1(max((|'(2j-l)/K] - [(25“-1)/}(] - 2)t,t.) + 2¢)

Total (CR). k-1t + 2kt + IPL L (max(([(2-1)/K)-2)t6) + t) +

o
+ Il p(max(([@-1)/K] - [(271)/K] - 2)t b)) + 2¢)
Total (GECR). 2(2k-3)t, + (2k-1)t, + ¢+ (IN/K]-1)2t,

Parallel cyclic reduction can be implemented on the perfect shuffle with no principal difficulty.
The performance is the same as for two independent problems solved concurrently. Two
problems can be solved concurrently by mapping one problem into processors 0 through 2.2, the
other into processors 1 through 2%-1. Then, in the first reduction step one set of reduced
equations are computed in even processors, the other in odd processors. After the first shuffle
operation one problem is contained in the processors with addresses in the lower half of the
address space, and the other problem in the processors with addresses in the upper half of the
address space.
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Theorem 15. Partitioning is more effective than pipelining in solving multiple independent
problems on a perfect shuffle network.

Proof. By theorem 8 it is only necessary to consider the communication complexity. One
processor is used in all 2(2k-3) communication steps. The communication complexity for
partitioning is 2(2k-3-[log,P]) and the theorem follows. Q.E.D.

8. Boolean k-cube
Boolean k-cube configured ensembles of the kind considered here have been built at Caltech,
[Seitz 84]. A 6-cube has been in operation since the fall of 1983 and a 10-cube is being planned.
The Connection Machine conceived at MIT is another k-cube configured ensemble with processors
of a finer grain size. The Connection Machine is anticipated to be constructed eventually as a 14
to 15 dimensional cube. The NYU Ultracomputer [Schwartz 80] [Gottlieb et.al. 83] uses a switch
network of k stages with K/2 switches per stage. Processors are connected to one side of the
switch, storage modules to the other. Hence, the Ultracomputer does not fit the computational
model used here, but there is no principal difficulty in adapting our results to the Ultracomputer
model.

8.1. One equation per processor

In a Boolean k-cube, processors zan be assigned addresses so that adjacent processors differ by
only 1 bit. Each processor in a i-cube of K=20k processors has k neighbors. There is a total of
kK /2 connections. The diameter of the k-cube is k. A 3-cube is the common 3-dimensional cube.
A boolean 4-cube is shown in Figure 8-1.

Figure 8-1: A Boolean 4-cube
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Boolean k-cube algorithms can be obtained by embedding the binary tree in the cube and
adapting the tree algorithm to the cube in a way similar to what was done for the shuffle-
exchange network. One tree embedding is obtained by assigning the root of the breadth-first
numbered binary tree to processor 0 in the k-cube. Then, for a tree node assigned to processor
(00...0p,p, --Py); its left child is assigned to processor (00...lprpr_l...p0); and its right child to
processor (00...1pl’_pr'l...p0), where p’ is the complement of P,- This mapping inherits the
characteristics of the tree algorithm.

We will now briefly describe two k-cube algorithms that have the same properties as the
perfect shuffle algorithm. The first is referred to as an in-place algorithm, the second as a
folding algorithm. In the first algorithm equations remain in their original location throughout
the computations. In the second, computations are performed in cubes of successively lower
dimensions by properly moving equations to lower dimensional cubes as the computations
progress. The folding algorithm is described in detail in terms of pseudo code in the Appendix.
Note that in the k-cube, processors with successive addresses are in general not neighbors. For
instance, processors K/2-1 and K/2 are a distance k apart. The objective is to embed the graph
of Figure 3-1. For convenience we number the equations starting from 0. The equations are
initially mapped to the processors in the cube using a Gray code. Gray codes for successive
integers differ by only 1 bit. This property guarantees that the first reduction step only involves
nearest neighbor communication. There exist several different Gray codes. We choose to use a
binary-reflected Gray code. This code has properties that are useful in subsequent reduction
steps.

Let G; be the Gray code of i, and G(k)=(G°,Gl,...,G2x_l) be a k-bit code. Then, following
[Reingold,Nievergelt,Deo 77], a binary-reflected Gray code is defined by

G(k+1) = (0Gg,0G,,-...0Gp |,1Gys .. 1G,1Gy)
or
G(k+1) = (Gy0,Gy1,G,1,G,0,G,0,G,,....Ggx ,1,Gye ,0)

The binary-reflected 4-bit Gray code G(4) is (0000, 0001, 0011, 0010, 0110, 0111, 0101, 0100,
1100, 1101, 1111, 1110, 1010, 1011, 1001, 1000). Let i={r,r, ,..x;) and G,=(g,g, -&,)-

Proposition 4. gj=(rj+rj_l)mod2 (encoding) and rj=(}3ik_j +18;)mod2 (decoding) (note r, =0).
For proof see [Reingold,Nievergelt,Deo 77).

Proposition 6. For the binary-reflected Gray code G; and G, +9i differs in precisely 2 bits for
1>0. Those bits are g and g__ ,, where s is the bit position in which the carry stops propagating
when 2/ is added to i.
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The proof is immediate from Froposition 4.

Proposition 5 determines the minimal communication complexity for the in-place algorithm

based on embeddings according to the binary-reflected Gray code.

Theorem 18. The number of communication steps per reduction step is 2 for the in-place
algorithm, except for the first for which it is one. The communication paths can be made

disjoint.

Proof. The communication distance for the first step is 1 from the definition of the code, and
2 for the remaining reduction steps by Proposition 5. It remains to be shown that the
communication paths can be made disjoint. The following routing guarantees disjoint paths.

e processor G, sends data to processor G, ,; by first sending it to the processor with
address obtained by complementing the lowest order bit that differs in the codes G,

and Gi+2j

o processor G, ,; sends data to processor G; by first sending it to the processor with
address obtained by complementing the highest order bit that differs in G, i and G,.

QED.

The computational complexity is

Reduction. (2k-3)t, + (k-1)t,
Backsubstitution. (2k-3)t, + kt_
Total. 2(2k-3)t, + (2k-1)t,

These estimated computational complexities are identical to the complexities for the perfect
shuffle network.

The folding algorithm is conceptually simple, and we find it also easier to program. In the in-
place algorithm it is necessary to compute the addresses of processors with which communication
is to take place in the various steps of the algorithm, even when the processor no longer performs
any reduction computations.

In reduction step j equations with indices Mj={(mj+1)2j-1}, mj={0,1,2,..., 9k-i.2} participate,
and reduction is performed on equations with indices MI*1, If the equations in M/ are embedded
in the cube with one equation per node and such that consecutive equations are in adjacent
nodes, then from proposition 5 consecutively ordered nodes in Mi*! are not.

Proposition 8. By performing one exchange operation on selected pairs of adjacent nodes
between successive reduction steps there exist a path of length [M] through the nodes storing the
equations with indices in M! for j=0,1,2,3,... k-1.
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Proof. It is true for j=0 by construction. From the definition of the binary-reflected Gray
code, it follows that G2q+l(k-p) = (Gq(k-p-l)X), where X={0,1} and p=0,1,... k-2 and
q=0,1,..25P"L1.  The equations in M! on which reduction is performed are the ones with
mj={1,3,...,2k'j-3}, i.e., the indices are of the form 2i+1, i=0,1,..,2k'j-2. Let p=j-1. Then
G2q+l(k-(j-l)) = (Gq(k-j)X), q=0,1,..25.1.  Hence, an equation with index in the set
{(2i+2)2j~1}, i=0,1,..,25-2 is either in a node with X=1 or can be moved to that node by an
exchange operation between rodes (Gq(k-j)O) and (Gq(k-j)l). The theorem follows by induction.

Q.E.D.

From proposition 4 and the proof of proposition 6 it follows that each processor has sufficient
information locally to determine if an exchange is mecessary, and with which processor to
exchange data. The necessary information items are: processor address, equation index (which
can be computed from the address), and reduction step index (j). The second reduction step is
carried out in the subcube (G;1), i=K/2-1. The exchange-reduction steps are repeated k-3
additional times on successively smaller subcubes. In the jth step, exchange is performed on bit
from the right, if the leading k-j bits encode an even integer and gj=1, or the integer is odd and
gj=0.

Processor (01...11) computes Xor:1 ;. Backsubstitution is then carried out in reversed order,
compared to the reduction phase. The number of processors computing x-values doubles for

every step. In the final step half of the processors compute half of the unknowns.

The computational complexity is the same for both algorithms based on the binary-reflected
Gray code. '

Parallel cyclic reduction can be carried out on the k-cube in O(k) time.

8.2. Truncated reduction, multiple equations per node

In the k-cube algorithms based on binary-reflected Gray codes, full advantage can be taken of
truncated cyclic reduction. Each reduction step is carried out on all relevant equations during
the same time step. Hence, truncating the reduction after m steps reduces the total time

proportionally.

Using domain decomposition for N>K and identifying partition i with processor i yields an
algorithm in which the first n-k reduction steps require only nearest neighbor communication.
The computational complexity is the same as for the perfect shuffle algorithm.

With multiple independent problems to be solved partitioning and pipelining can be applied.
With one equation per processor the number of processors participating in the computations is
reduced by a factor of 2 in each reduction step. Also, in the first reduction step half of the
processors are performing only communication operations. As for the perfect shuffle, better
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utilization of the resources is accomplished by solving 2 problems concurrently. After the first
reduction step one probiem is confined to half of the cube, the other problem to the other half of
the cube. The processor utilization is 100% during the first reduction step, but decreases to 2/K
for the final reduction step.

Additional gain in utilization is achieved by pipelining independent cyclic reduction
computations. Two problems can be initiated at once. Then, one new problem can be initiated
every other cycle. This difference compared to the perfect shuffle is due to the complete
symmetry of the k-cube. The programming becomes nontrivial, but it is not necessary to wait
for approximately 2k cycles for each initiation of a new problem. Pipelining the solution of
independent problems on a cube results in 100% processor utilization, except for the final k-2
reduction steps. The total time for the reduction phase of P problems is proportional to
2(P+k-3). Pipelining of the backsubstitution phase of the different problems can be done in a
similar way, with the total time being proportional to P+k-2. Hence, pipelining can improve the
speed-up from O(K/log,K) to O(K) for P of at least O(log,K).

Partitioning of the cube into subcubes increases the processor utilization to 100% as P
approaches N. With pipelining of independent problems there is always a phase with less than
100% processor utilization, regardless of the time for communication relative to the time for
arithmetic. The time for solving P independent problems increases linearly with P if the
problems are pipelined. With partitioning there is one logarithmically decreasing term, and one

linearly increasing term. Hence, the following theorem holds

Theorem 17. Partitioning is a more efficient way than pipelining to solve multiple
independent problems on a cube. The order of complexity for partitioning increases from
O(log,K) to O(P) as P increases from 1 to K. For pipelining the complexity instead increases to
O(P+log,K).

Note that theorem number 17 holds also if partitions for different problems are mapped to
processors such that a processor receives the same partition for every K problems. The difference
between partitioning and pipelining is considerably smaller than with identical maps for all
problems. The separation between different problems is 4 communication steps and 2 arithmetic

steps.

9. Two-dimensional mesh

Two-dimensional processor arrays have been proposed and built in various forms, e.g., the
ILLIAC 1V, the ICL DAP, and the MPP, to mention a few. Some have end-around connections
effectively making them into cylinders, or toruses, possibly twisted. There exist several possible
mappings of cyclic reduction on to mesh confligured arrays that have the same computational
complexity, but that differ in the communication complexity. We will show a couple of different
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mappings of equations to processors for which the number of communication steps is proportional
to /K, but which have slightly different constants of proportionality. The mesh algorithm
makes use of a linear array algorithm which we describe first. For simplicity k/2 is assumed to

be an integer.

9.1. Linear array

Mapping equations on to processors by identifying equation indices with processor indices
implies, with processors numbered consecutively, that the communication in the first reduction
step is with neighbor processors. In the second reduction step the communication is between

even numbered processors, etc. The estimated time complexity is:
Reduction. (k-1)t, + (K/2-1)t,

Backsubstitution. kt, + (K/2-1)t,

Total. (2k-1)t, + (K-2)t,

The algorithm briefly outlined above is an fn-place algorithm. As an alternative a shuffle
operation can be implemented between each step of the cyclic reduction algorithm. The order of
the communication time is the same as for the in-place algorithm. Figure 9-1 illustrates shuffle

operations on a linear array.
1-2-8-4-5-6-7-28
1-8-656-7-2-4-6-8

1-6-83-7-2-6-4-8

Figure 8-1: Implementing shuffles of decreasing sizes on a linear array

The number of communication steps required for the explicit implementation of shuffle

operations is K-3 for each of the reduction and backsubstitution phases.

Proposition 7. In-place algorithms for cyclic reduction on a linear array with equation indices
identified with indices of consecutively labeled processors has a lower communication complexity

than algorithms using explicit implementation of shuffle operations.

Depending on the relative communication cost Gaussian elimination may be of a lower total
complexity on the linear array than cyclic reduction, see the discussion in section 4.5, page 15.

For N>K and domain decomposition the first n-k steps require only local communication.

There is one communication action per reduction step. The time complexity is:
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Reduction. (k-1)t, + (K/2-1)t_+t + t_+ E}’“k pr(max(([(2-1)/K]-2)t ¢ ) + 2t )

Backsubstitution. kb, +(K/2-1)t +t +2t +E7_, . (max(( [(2-1)/K1-[(2F-1)/KT-2)t b )+2t )

Total (CR). 2(k+1)t, + Kt + EVL L (max(([(2-1)/K] - 2)t,t.) + 2¢,)
+ I (max(([(2-1)/K] - [(2FL1)/K] - 2)t,t,) + 2¢,)
Total (GECR). 2k-1)t, + (251t + (IN/K]-1)2t,

For truncated cyclic reduction the in-place algorithm is even more effective than the aigorithm
using an explicit implementation of the shuffle operation. For an in-place algorithm the
communication cost increases as a function of the reduction step index, whereas the highest
communication cost (half of the total) is incurred in the first step of the shuffle based algorithm.

Proposition 8. Partitioning is more efficient than pipelining in treating multiple independent

problems on a linear array.

One processor is used in log K steps, and the proposition follows.

9.2. Two-dimensional mesh

We first give an algorithm for a mesh without end-around connections. Equations are mapped
to processors row by row and for each row alternately in right-to-left and left-to right order. The
embedding is of "serpentine” type, see Figure 9-2.

As for the linear array we consider an #n-place algorithm, and an algorithm with explicit
implementation of shuffle operations. The first reduction step requires one communication
between neighboring processors, followed by the reduction computation. The second reduction
step requires communication between processors at a distance of 2 apart, etc. After k/2 steps
there is one equation per row to be considered in further reduction steps. These equations are at
opposite ends of successive rows. After yet another reduction step processors with equations to
be part of subsequent reduction operations are located in every other row of the first column.

The linear array algorithm is applied at this point. The time complexity is
Reduction. 3(VK-1)t, + (k-1)t,

Backsubstitution. 3(VK-1)t, + kt_
Total. 8(vK-1)t, + (2k-1)t,

Proposition 9. Cyclic reduction on a 2-dimensional mesh can be performed in time
(3vK+logK-4)t_ + (2k-1)t, by explicitly implementing shuffle operations.

Proposition 8 states that explicitly implementing the shuffle operation yields a more efficient
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algorithm with respect to communication than the in-place algorithm outlined above. The
shuffle operations in the algorithm outlined below are implemented only in the first k/2 steps,
i.e., before the reduction computations are limited to one column. After the first reduction
computation an exchange operation is performed between distinct pairs of adjacent processors in
every other row. This operation brings equations that are involved in the second reduction step
into the same set of columns. An unshuffle operation on columns moves the columns with even
equations into one half of the array. After k/2 communication, reduction, and exchange
operations, and k/2-1 unshuffle operations of successively decreasing sizes, the equations that are
taking part in the last k/2-1 reduction steps are within one column. Let rows and columns be
numbered from 0 to /K-1.

Outline of a 2-dimensional mesh algorithm for the reduction phase:
begin
for i:=1 to k/2-1 do

begin

Communicate with adjacent processors

Perform a reduction computation

Odd rows execute exchange operations between even columns and the succeeding odd column

Perform a shuffle operation of size 2k/2-(i-1

end
end

Communicate with adjacent processor

Perform a reduction computation

Odd rows execute exchange operations between the even

column and the succeeding odd column

invoke the linear array algorithm
end '

Figure 9-2 shows some reduction steps.

1-2-3-4 1—~2~3-~4 1=8-2-4 1=-8=2—4
L1 L 11 B
8—7—6=—5 7—8—5—8 7—5—8—8 7—5—8 -8
L L1 Ll L] 111
9-10-11-12 $-10-11-12 $—-11-10-12 $-11-10-12
L1 L1 |11 |11
16-15-14-13 15-16-13-14 16-13-16-14 15—-13-14-18
reduction exchange unshuffle reduction exchange reduction

Figure 9-2: Odd-even cyclic reduction on a mesh. The reduction phase

The number of arithmetic steps is the same as in the in-place algorithm. The total time
complexity is:
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Total. (3y/K+logK-4)t, + (2k-1)t,.

Hence, we conclude that for the mesh it is beneficial to implement the shuffle operations in one

dimension, followed by an in-place algorithm in the other.

If the mesh has end-around connections from the end of one row to the beginning of the next
row, i.e., the mesh is effectivcly a twisted cylinder, then embedding the equations from top to
bottom in consecutive order yields an in-place algorithm with a total communication complexity
of (3yK-4)t,. Even without end-around connections there exist embeddings that yield lower
communication complexity than the one used above, e.g.,, the one in Figure 9-3. Its
communication complexity is 2(2,/K-3).

52 51 50 49 48 47 46 45
53 54 55 56 41 42 43 44

60 59 58 57 40 39 38 37
61 62 63 64 33 34 35 36
4 3 2 132313029
5 6 7 82526 27 28
12 11 10 9 24 23 22 21
13 14 15 16 17 18 19 20

Figure 9-3: An embedding with communication time (2/K-3)t,

The communication complexity is O(y/K) for the mesh. This order can not be reduced since
the diameter of the mesh is O(y/K). It is the highest order term of the computational

complexity.

Truncated cyclic reduction reduces the communication time, but not in proportion to the
number of reduction steps avoided because of the nonuniform communication cost. The in-place
algorithm benefits more from truncating the reduction process in that the communication cost is
highest towards the end of of the first k/2 steps, and last k/2-1 steps, respectively. With explicit
implementation of the shuffle operations the communication cost is reversed, i.e., highest for the
first step in each half of the reduction process. It might be preferable in the case of truncated
cyclic reduction to use an in-place algoritim also for the reduction computations in the first
dimension of the mesh. Parallel cyclic reduction can be implemented on the mesh to execute in
time O(log,K). All processors are used throughout the O(log,K) steps.

Two problems can be solved concurrently by mapping one problem to processcrs 1 through
K-1, and the other to processors 2 through K. After the first shuffle operation the two problems
are confined to half of the array (left and right in Figure 9-2).

Domain decomposition can be used to map N>K equations on to the processor array.

Proposition 10. Partitioning is a more efficient strategy than pipelining in handling multiple

independent problems on a mesh.
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Using pipelining, the communication time increases by at least 3/2PlogK. Using partitioning
the communication time decreases. From theorem 8 the arithmetic complexity is also favorable
for partitioning. Exploiting the symmetry, 4 different problems could be embedded with a
moderate degree of conflict. Neglecting those conflicts, the arithmetic complexity still grows
faster for pipelining than partitioning.

10. Summary and Discussion

10.1. One equation per processor

For networks of diameter O(lo’gzK), the concurrent algorithms for one equation per processor
have a comr:unication complexity that is of the same order as the arithmetic complexity of
algorithms for a multiprocessor machine with no communication constraints and a sufficient
number of processors. For the 2-dimensional mesh the communication complexity is proportional

to /K, and for the linear array proportional to K, the time for global communication.

The binary tree algorithm for N=K is the most efficient. With the computational model used,
this result also means that for N=K the binary tree interconnection is superior to the other
forms of investigated interconnect. For t, >t the difference in estimated complexities of the
algorithms for the different forms of interconnect is insignificant, for t,~t_ the time complexity
of the binary tree algorithm is ~2/3 of thut of the perfect shuffle and boolean k-cube algorithms,
and for t,&t_the tree algorithm requires ~3/4 of the time for the perfect shuffle and k-cube
algorithms. The shuffle-exchange algorithm requires ~~7[4th the time of the tree algorithm for
t,~t_, and twice the time of the tree algorithm for t,«t.. The communication time of the
algorithm for the 2-dimensional mesh is proportional to VK, and for a linear array proportional
to K. The arithmetic complexity is the same for all algorithms. The estimated complexities are

summarized in Table 10-1.

10.2. Truncated cyclic reduction

Truncated cyclic reduction reduces the total time in proportion to the number of steps avoided
for the binary tree, the shuffle-exchange, perfect shuffle, and boolean k-cube algorithms. The
relative reduction for the binary tree ranges from (k-m)/k for t.<t, to (k-m)/3k for t >t . The
relative reduction for the perfect shuffle and the k-cube is (k-m)/k. For the mesh the reduction
is not linear due to the shuffle operations. Since the tree algorithm benefits from truncated
reduction to a lesser extent than the perfect shuffle and k-cube algorithms, it may lose its edge
over those algorithms for truncated reduction. Table 10-2 gives the complexity estimates for
truncated cyclic reduction on a binary tree, perfect shuffle, and k-cube.

The proportional reduction in computational time offered by truncated cyclic reduction on the
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Configuration Total

Binary tree (k-2)max(t ,t) + (k+1)t, + 2(k-1)t)
Shuffle-exchange (k-2)max(t,,2t ) + (k+1)t, + 4(k-1)t,
Perfect shuffle (2k-1)t, + 2(2k-3)t,

Boolean k-cube (2k-1)t, + 2(2k-3)¢,_

2-dim Mesh w/o end-around  (2k-1)t, + (3/K+log,K-4)t,
end-around  (2k-1}t, + (3yK-4)t,

Linear array (2k-1}t, + (K-2)t,

Table 10-1: Estimated complexities for some ensembles, one equation per processor

binary tree, the shuffle-exchange, the perfect shuffle and the k-cube is significantly better than on
a uniprocessor. Most operations are performed in the first few reduction steps, and the last few

backsubstitution steps.

Configuration Total
Binary tree (m+2)t, + (m-)max(t,,t ) + 2(k-1}t,
Perfect shuffle and k-cube (2m+1)t, + 2m(2m-1)t,

Table 10-2: Estimated complexities for truncated, m-step, cyclic reduction

10.3. Multiple equations per processor

For N>K domain decomposition is used to allocate equations to processors. For trees it was
shown that mapping by contraction is inferior to domain decomposition, due to excessive
communication and poor balancing of the computational load. Table 10-3 summarizes the

complexity estimates for multiple equations per node.

With a large number of equations per node the difference between different interconnections is
insignificant. The speed-up is approximately linear in the number of processors. The range for
linear speed-up depends on the type of interconnection, and the ratio a=t_/t.. For the binary
tree (and the shuffle-exchange network) the speed-up increases monotonically for the mappings
used. The minimal computational time is O(log,N). The speed-up has a maximum for
K~N/(1+a) for the perfect shuffle and the k-cube. The minimal time isO(log,N) as for the
binary tree. The maximum speed-up for a 2-dimznsional mesh is obtained for Kk‘((N/?a)z)'/s,
and for the linear array for KN(N/a)llz. The minimal computational times are O(N!/3) and
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Binary tree

Total (CR). (k-2)max(t b)) + (4k-3)t, + (k+2)t, + £l e r(max(([(2-1)/K] - 2)t,6t ) + 2t ) +
+ By (max(([(2-1)/K] - [(2F1)/K] - 288t ) + 2¢)

Total (GECR).  (k-2)max(t,,t,) + 3(k-1)t_ + (k+1)t, + 2([N/K]-1)2t,

Shuffle-exchange

Total (CR). (k-2)max(t,,2t ) + (4k-3)2t, + (k+2)t, + 2"‘ =k +l(max((|'(2-‘ 1)/K]-2)t,,12t )+2t,) +

+ £

P pa(max(([(2-1)/K] - [(2FL1)/K) - 2)t 12t ) + 2t

Total (GECR).  (k-2)max(t,,2t ) + 6(k-1}t_ + (k+1)t, + 2A[N/K]-1)2t,

Total (CR). 4(k-1)t, + 2(k+1)t, + T s (max(([(2-1)/K] - 2)t,,t) + 2t ) +
+ I} pa(max(([(2-1)/K] - [(2F-1)/K] - 2)t t.) + 2t,)

Total (GECR).  (4k-5)t, + (2k-1)t, + ([N/K]-1)2t_
2-dimensional mesh
Total (CR). (3VK+logK-2)t, + 2(k+1)t, + £ s (max(([(2-1)/K] - 2)t,t) + 2t ) +

+ I, s 1(max(([(2-1)/K] - [(2F1)/K] - 2t,t) +2t,)
Total (GECR).  (3y/K+logK-3)t, + (2k-1}t, + (IN/K]-1)2t,
Linear array
Total (CR). 2(k+1)t,+Kt, +E"’ =k H(max(([(?-‘ 1/K]-2)t,,t,) + 2t NEs

+ Zp i (max([(2-D/KH(@ 1)K 20t ) + 2t,)

Total (GECR).  (2k-1)t, + (K-1)t, + (IN/KJ-1)2¢,

Table 10-3: Estimated complexities for some ensembles, multiple equations per processor, k>1

O(NI/ 2) respectively. The decrease in speed-up is quite dramatic for a linear array with slow
communication as can be seen in Figure 10-1. The Figure displays graphically the complexity
estimates in Table 10-3. The tree algorithm is superior to the perfect shuffle and k-cube
algorithms if there is only one equation per processor, but inferior if there are multiple equations
per processor. The difference is small for fast communication, but significant for slow

communication. The shuffle-exchange algorithm is inferior by a factor of 2, at most.
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The efficiencies, i.e., the (speed-up)/(number of processors), decrease fairly rapidly if the
number of processors is increased beyond a certain number that depends on problem size and the
relative cost of communication. The dependence on the problem size for the binary tree, the
perfect shuffle, and the k-cube, is illustrated in Figure 10-2, and the dependence on the relative
-communication cost in Figure 10-3. Figure 10-4 shows how the ratio of processors to problem
size for a given efficiency decreases as a function of increased relative communication cost. The

ratio increases with the problem size.

We also evaluate the complexity estimates for GECR for comparison. The communication
complexity for GECR is lower, and the arithmetic complexity approximately the same as for
cyclic reduction. The complexity ‘estimates are approximate and the curves should be interpreted
accordingly. The qualitative behavior should be correct, though. The advantage of GECR over
cyclic reduction is increasing as a function of the ratio t /t_, and is the greatest for intermediate
values of the size of the ensemble relative to the problem size. For large ensembles the
communication in GECR is approaching that of cyclic reduction. Figure 10-5 shows the
difference for binary trees, perfect shuffle networks and boolean cubes. Figure 10-6 shows the
estimated difference for a 2-dimensional mesh and a linear array. The speed-up for GECR on a
binary tree and a perfect shuffle network should be approximately equal, see Figure 10-7.

10.4. Multiple independent problems

With multiple independent problems to be solved, pipelining or partitioning of the processors
into subnetworks can be employed as techniques to make efficient use of the processors.
Partitioning was shown to make the most efficient use of the processors for all investigated
topologies. For P=K|, partitioning results in one problem per processor, and the performance of
all interconnection schemes is the same. No use of the interconnections is made. With multiple
independent problems it will at some point become more effective to use only Gaussian

elimination, even in the case of truncated cyclic reduction.

10.56. Programming issues

All algorithms have distributed control, and data is distributed throughout the storage of all
processors. The binary tree algorithm has three kinds of programs: one for the root, one for
intermediate level processors, and one for the leaf processors. The shuffle-exchange network
algorithm also uses three different codes. The boolean k-cube algorithm uses the same code in all
processors. Hence, even though all algorithms are of the MIMD type, the degree of program
uniformity across the ensemble is indeed high. The time for program loading can be made short
for the tree by using recursive program loading, and an encoding of the binary tree as described
in [Li,Johnsson 83]. For a few equations per node the ratio of total program store to data store is

significant.
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Figure 10-4: Relative number of processors for 80% efficiency (tree, perfect shuffle, cube)

10.6. Generalizations

We have in our computational model assumed that each processor has its own local storage.

48

In

architectures such as the Ultracomputer and the TRAC, processors and storage units are on

opposite sides of a switching network. Our k-cube algorithm can be adopted to the

Ultracomputer with no principal difficulty. However, the complexity estimates increase since the

time for messages to pass through the switch is proporticnal to k. By pipelining the switch

its

bandwidth can be increased from O(K/log,K) to O(K), but the sequential dependencies in the
cyclic reduction algorithm are Such that full advantage cannot be taken of such a feature.

Interprocessor communication is needed between each reduction step, and the result of one step is

needed in the next step. The computational complexity is:

Reduction. )
(k-1Xt, + (2k+1}t) + E}’:k(max([(2’-1)/1{]max(ta,tc), (Zk+1)t, + 2t,)

Backsubstitution. ) _
(k-1)t, + (2k+1)t) + 2kt, +t, + E;‘_k(max'(([(2’-1)/K]-|'(2"'1-1)/K])max(ta,tc),(2k+1)tc+2ta)

Total (CR).

(2k-1)t, + 2(2k(k-1}1)t, + £ (max([(2-1 )/Klmax(t, t ),(2k+1)t +2t ) +

+ I (max(([(2-1)/K] - [(23'1-1)/2\’])max(ta,tc),(2k+l)tc+2ta)

Total (GECR).
(2k-1)t, + 2(2k(k-1)}1)t_+ max(([N/K]-1)2t,, 2kt ) + kt_



fer CR and GECR a bl tr 7
“ﬁpiod-up r 3 on . Dery ooz:-

3
3
4
3
W. A emdededed aad re rarweees | A
i [ 1 1

] d
3
4
4
4
300 ey ] asql A sdddsal Ao b
1 10 1 4 w
'§ eed~up of CR and CZCR on & binary tree n=18
3 i re———rrrrr— vy verrrivy
3
+
4
o} g 3
,--.-.-.,~--.' 9
/- 1
1@ 3 ," -
3 3
4 3
"‘, -..___....~" r
10 & L
3
4
p
4
U WWeTT | " Adddsal ddodiddaial Sndeddtadad ddddddsi
Y T T Ty o

Figure 10-5:

CR

9

fesed-up for CR and G2CR en o perfect shuffle pw?
3 d M T v M

Sedend b b AL

P WWer |

Ddbad b saal

t g

10 .
dmbnd b debdd. PSR T | FEEPET S WYY | P W WY T T
wﬂ' 10t 1t [T w0
8?‘;06-1:; for CR and CECR on a perfect shuffle nuwip
- Y rrrrre——v—vrrrmy vy
1L

1

10

1

ttd [ 10 [ w

- —--GECR

=0.1,1,10,100

TP RN S S YY) U SV WYY ST VR WY VY

Speed-up for CR and GECR on a binary tree and perfect shuifle,
N=2%-1, 210.1 216

49



- Speed—up for CR end GECR on a 2—d m=sh n=7
3 ¥ -
4
4
E
3
E
4
4
]
4
1 i e | bk v bk ] i hhd d b
1w 10t 1 it
1 SPeed—p for CR and GECR on a 2-d mesh n=10
1 t 4 -
E
-
4
3
e ., 1 adaiast " 3 i
1 -4 i -4 w
10 eed—up for Cr and GECR on a 2-d meah n=18
3 T T T T v
E ]
r <4
r -
4
e o
3 3
4 3
4
10 -
3
3
/- \\\ ]
w b / 3
3 E
q 3
p
b
" e J i b | o | i
1 1 i 1 1.4 1w

CR
Figure 10-8:

50

(opeedup for CR end CECR en & linear array ne?
T 1]

FEPUPTTrY NPT

Ao a s assnsd

Aok hanitsal

btk

™ 4
b

sl
0t

g;eed—up for CR and GECR on a
1 7

linear ukey
L bt § v

owiQ

PR YT | PR WYY

aasanal

P

PR YYTY |

g

l?ee?—;up l:rCRdeiCchn linear array p=18
. vy e TYTre——

AN S ARS

Avdtasined 4 s assansd

Adaasnzal

Aosasanal

~F
9

—=— GECR

Speed-up for CR and GECR on a 2-d mesh and a linear array,

N=271, 210.1 918}
a=0.1, 1, 10, and 100



51

1

Jm for binary tree and perfect shuffle, o»? F!:! for binary tres and perfect shuffle, n=10
v —rtrrry Ty 1 v Y

s i aaal PR ST s dd dd s AT | 2 st PEE YT MU
Rt 0 T T Rt ) 3 Fr 10
—— binary tree ----perfect shuffle

Figure 10-7: Speed-up for GECR on a binary tree and perfect shuffle, N=27-l, 210
a=0.1, 1, 10, and 100

This complexity is higher than for the binary tree, the shuffle exchange, the perfect shuffle,
and the k-cube by a factor of log,K. Figure 10-8 shows the speed-up for N==127 and N=1023 as
a function of the number of processors in the ensemlle. The speed-up for the perfect shuffle
(dashed lines) is included for comparison. Figure 10-9 shows the relative merit of GECR.

Improved performance can be obtained by furnishing the processors with local storage to
reduce the need to send data through the switch. The time to solve a tridiagonal system can also
be reduced by choosing a different method that allows effective use of pipelining, such as

Gaussian elimination, or a combination of different methods.

11. Conclusions

A O(log,N) algorithm is presented for odd-even cyclic reduction on N equations on four
processor networks of diameter log,N: a binary tree, a shuffle-exchange network, a perfect shuffle
network, and a boolean k-cube. The binary tree algorithm is of a slightly lower complexity than
the algorithms for the other forms of interconnect with one equation per processor. But the
communication complexity makes it inferior for multiple equations per processor. The algorithms
for the 2-dimensional mesh and the linear array have an identical arithmetic complexity, but the
communication complexity is higher due to the larger diameter of the ensemble.

Truncation of the reduction process offers a greater advantage for a highly parallel architecture
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Figure 10-8: Speed-up for CR and GECR on proc.-f-network-stor., N=127, and N=1023

than on a uniprocessor. The complexity of the tree algorithm is not reduced to the same extent
as the complexity of the algorithms for the perfect shuffle and k-cube interconnect if truncation
of the reduction is possible. These other forms of interconnect can be more effective for
truncated cyclic reduction.
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Domain decomposition is superior to cyclic partitioning. If the number of partitions is odd,
then the parallel arithmetic complexity is the same for cyclic partitioning and domain
decomposition, but the communication complexity is higher. Cyclic partitioning into 2k
partitions is particularly bad, yielding considerably higher communication complexity as well as
poor distribution of computations, with substantially increased time for arithmetic as a
consequence. With multiple equations per processor the tree is inferior to the perfect shuffle and
k-cube interconnect. The difference ir performance between the algorithms for the tree, the
perfect shuffle and the k-cube depend on the cost of communication relative to the cost of
arithmetic, the problem size, and the number of processors. The difference may be significant for

a large relative communication cost.

The tree algorithm for cyclic reduction employs a proximity preserving map of equations to
processors for N>K. When the reduction process has progressed to the point where there is one
equation per processor, then a switch to an inorder map is made. A static map yields the
complexity on the other topologies. The GECR method is efficient even with a static map of
partitions to the binary tree. Using GECR, the tree offers the same performance as the perfect
shuffle and k-cube for N>K.

For a linear array cyclic reduction is more efficient than 2-way Gaussian elimination if the
communication time is equal to the time for an arithmetic operation. However, if communication
is an order of magnitude slower than arithmetic then Gaussian elimination is of a lower time
complexity. Hence, on a linear array it may be preferable to use Gaussian elimination in parallel

in each processor, followed by Gaussian elimination across the linear array.

For a large problem the speed-up is approximately linear in the number of processors for any
form of interconnect. The difference between different forms of interconnect become significant
if the number of processors exceeds a number that depends on relative communication cost as
well as problem size. For a linear array the maximum speed-up is obtained for K~/(N/a), for a
2-dimensional mesh for Kw((N/2a)2)l/3), and for the perfect shuffle and k-cube for
K~N/(1+a), where a=t_/t_. The minimum time is O(log,N) for the topologies of diameter
log, N, O(Nl/3) for the 2-dimensional mesh, and O(y/N) for the linear array. The minimum time
complexity is of the same order for both cyclic reduction and GECR. The ccmmunication
complexity is O(log,N) for cyclic reduction and O(log,K) for GECR. The arithmetic complexity

is approximately the same.

Partitioning of the ensemble into subsystems is shown to be more efficient than pipelining of

computations, if a number of independent problems should be solved.

Though the algorithms make use of the MIMD feature of the architecture, only a few different
codes are used. In the tree there are three kinds: one for the root, one for the intermediate level

processors, and one for the leaves. For the k-cube all processors execute the same code.
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I. Appendix

Algorithms

A binary tree algorithm
Root proceassor(i):
Xg = 0; XNpp = 0

k:=1
m := j/(2k)

# Reduction computations
while m is even do

receive (al, bl, cl, yl, 3, b. ,, ¢, ,, ¥, , ) from the left child
receive (ai+k’ bi+k' ¢4k Yig 36 brycr, yr) from the right child

e = -a/b,
fi = -c;/byy
&= ;iai-k
C. = [.C.
i 1i+k
b, :==b, +ec,, +fa,
gl teyin + ik
m:=m/2

enddo
# The last reduction step

for m odd do
receive (a, ,, b, |, ¢, \, ¥,,) from the left child

receive (a,_,, b, _,, Stk yi+k) from the right child
e = -a./h N
1 1 1-
fi == -c;/by
a. == €.a.
it i-k
¢ = fic g
b.l = bi +ec, + fiai+k
V=¥ t ey t Iy
enddo

# Backsubstitution
x; == y,/b,

send (x; o), X;) to the left child

send (x;, X, o) to the right child
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Intermediate level processor(i):

k:=1
m = i/(2k)

# Reduction computations

while m is even do
receive (al, bl, cl, yl, a. vk P Siper ¥ k) from the left child
receive (a,_ |, LY 4k’ y1+k’ ar, br, cr, yr) from the right child
send (al, b cl, yl, ar, br, cr, yr) to the parent

& = -a;/ bi-k
f; = -ci/b, .y
a. = ¢e.a.
1 flcl—k
c. ;= f.c.
i 1 itk
bi s bi +ec, + fnai+k
i) :lel(+ €Yk + |y1+k
m = m/2
enddo

# The last reduction step for node i

for m odd do
receive (a o b k’ <, k’ ¥;)) from the left child
receive ( o n+k’ 1+k’ 1+k) from the right child

send (a 17%1 k %k Vil 34k Pipio Ci4i0 Yigy) to the parent
€. = 'a
1 1

k
fl = c/b1+k
3 =3,
¢ = fc1+k

bii=1b; + e, + iz,
Y=Y+ ey, + v,
send(a,, c,yito the parent

enddo
# Backsubstitution
receive (x. ,,, x1+2k) from the parent
X; = (¥} = 3%, g1 - EX; o )/b;
send (x, 5, X.) to the left child
send (x;, xl+2k) to the right child
Lea f processor(i):

send (a;, b, c,, y,) to the parent

# Backsubstitution



receive (x; |, X;, ;) from the parent
X; 1= (¥ - 3%y - €% )/ by



A shuffle-exchange network algorithm

Processor(1):
# Root of the binary tree algorithm

# i is the equation number assigned to the processor
# ai’bi’ci’yi are the coefficients and right hand side assigned to the processor

# Reduction computations
while m is even do
# receive data fom the left child, left cyclic shift is down the tree
receive (al, bl, cl, yl,a. ,, b, ¢, y» ¥, ) from processor (00..10)
# receive data from the rlght chil

receive (a;,}, b, 1, €41 Yi4p 3T br, cr, yr) from processor (00...10)

# reduction

e = -a;/b,,

f; ¢/biik

3 =63y

¢ ="le iy

b :=b +ec, . +1a_,
ii:‘:gf{ &Yk thYigk
m = m/?2

enddo

# the last reduction step
for m odd do

# receive data from the left child, left cy<lic shift is down the tree
receive (a, ., b, |, ¢, |, ., ) from processor (00...10)

# receive equatlons from the right child

4 reducts receive (3, , b, ), ¢ 0o ¥;4i) from processor (00...10)

reduction
e. ;= -a./b.
1! “i-k
f. = -c./b,

Otk
—b + ec. +fa|+k

y; = y + ey»k + Y

o0
I

enddo
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# backsubstitution
x; :=y,/b,

send (x +2k) to processor (00...10)
# left cycllc Shl t is (fown the tree

Processors(Op, ,....p p,):

# except processors 0 and 1
# i is the equation number assigned to the processor
# ai’bi’ci’yi are the coefficients and the right hand side assigned to the processcr

k=1
= i/(2K)

# Reduction phase

while m is even do
# receive data from the left child, left cyclic shift is down in the tree
. receive (al, bl, cl, yl,a ., b. ., ¢, ., ¥, ,) from processor (Py.oPy3--Po0)
## receive data from the rlght Chll(i
receive (a. i+l Pitie Ciqkr Yigro 35 bRy cr, yr) from processor (p, P, 5---Py0)

# forward equations received from children to parent, viz the corresponding even processor
if py=1 then
send (al, bl, cl, yl, ar, br, cr, yr) to processor (Opk_z...pIO)
endif

# forward equations received from children to pareat via the corresponding even processor
# forward equations from right child to parent, right cyclic shift is up the tree

if py=0 then
send (al, bl, cl, yl, ar, br, cr, yr) to processor (00p, ,...p,)
receive (al, bl, cl, yl, ar, br, cr, yr) from processor (Op, ,..-p,1)
send (al, bl, cl yl ar, br, cr, yr) to processor (00p, ,..-p,)

endif
# reduction
e :==-a/b. .
1
fl = /b1+k
ai F’lal k
c. .= f.c
i i i+k
bi = bi +ec + fiai+k
il ==2y11(+ eylk + lyl+k
m:=m/2

enddo
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# last reduction step in which the processor participates
for m odd do

# receive data from the left child, left cyclic shift is down the tree
receive (a, ., b, \, ¢, }, ¥, ) from processor (Py.q--Pg0)

# receive data from the right child
receive (a,_ |, b, 1+ €410 Yi4y) from processor (p, ,...p,0)

# forward equations received from children to parent via the corresponding even processor
if pg—l then

df(a»k’ ik Cik ik 34k’ Pipker Sitlo Yiqx) to processor (Op, ,...p,0)
€endcl

# forward equations received from children to parent via the corresponding even processor
# forward equations from right child to parent, right cyclic shift is up the tree

if py=0 then

send (3,0 by °. k”xk’ an+k’ L °.+k’ Yiti) to processor (00p; ,...p,)

’ec‘;‘“’ (31+3t i+3k Si43k Viesk al+5t i+5k* Ci+5k» Yiesy) from proc. (Op, ,...p;1)
send (a;, 3y, bi 30 €y gk Vigak Hskr Piaske Siaske Yigsk) 0 Processor (00p, o...p;)

endif
# reduction
& = -a;/b;
f= e,/
3 = :iai-k
Cc. .= 1.C.
it ii+k
bl "'bi+°|°x-k +f’a;+k

Yi: _—y +eylk+fyl+k

# send the reduced equation computed locally to the pé.rent via the corresponding even processor
if py=1 then
. send (a;,b;,c;,y;) to processor (Opy o---P;0)
endif

# send the reduced equation computed locally to the parent
# forward the reduced equation computed by the right child to the parent
# right cyclic shift is up the tree
if p;=0 then
send (a;,b;c,.3;) to processor (00p, ,..-p,)
rceive o b 1) o pocesor (09, -.9,1)
, send (33, 91,b; L 04 €5 Lok i 401 ) to processor (00p, »...p,)
endif
enddo

## backsubstitution

# receive the x-values required for both the left and right subtrees of the parent



# forward the x-values needed by the right subtree to the corresponding odd processor
if py==0 then
receive (X, 5, X; 0,1 X; i) from processor (00p, ,...p,)
. send (X, o)s X;, ;) t0 Processor (Op, ,...p;1)
endif

# receive the x-values for the right subtree, fcrwarded by the corresponding even processor
if p,=1 then
receive (X, o, X;, o) from processor (Op, ,..-p,0)
endif

X; = (3, - %0k - Xipan)/b;

# send necessary x-values dowrn the tree
send (X, gy, X;X; o) to processor (p, op, s.--P,0)

Processors(Ip, ,...p p,):

# The leaf nodes are all mapped on to processors with bit P =1
# send the equation stored locally to the parent via the corresponding even processor
# wait to receive x-values from parent via the corresponding even processor

if py=1 then
send (a;, b;, c;, y;) to processor (1p; ,...p,0)
receive (x; |, x;, ;) from processor (1p, ,...p,0)
endif

# send the equation stored locally to the parent
# forward the equation from the right child to the parent
# wait to recieve x-values for itself and the corresponding right child
# forward necessary x-values to the right child
if py==0 then
send (a,, b, ¢, y;) to processor (01p ,...p;)
receive (a, o, b, o, ¢, 0, ¥;,,) from processor (1p, ,...p,1)
send (a;, 5, b, 5, ¢;, 9, ¥;,0) to processor (01p, ,...p;)
receive (X, ;, X;, ;s X;3) ?;'om processor (01p, o...p;)
send (x;, |, X;, ) to processor (1p, ,...p,1)

endif

x; = (¥; - ax; ;- x4 )/by
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A boolean k-cube algorithm

# Let (gkgk-l“"gl) be the address of the processor in a k-cube
# Let G_(k-)) be the (k-j)-bit binary-reflected Gray code of m
# Let j+1 denote reduction step.

j =

gy =1
x,=0
Xg =

while gj=l and j<k-1 do

# determine the integer m that the k-j highest order bits encode, (G (k-j)111)
m:=dec(gkgk_l...gj+l)

# determine the address of the processors holding preceeding and succeeding
# integers in the k-j dimensional cube

G 4 (k-j):==enc(m+1)
Gt liej):=ene(m-1)
# even processors in the k-) subcube send their equations to the processors
# holding preceeding and succeeding odd integers, except the processor holding
# m=0 only communicates with the processor iolding m==1, and the processor holding
# m=2ki.2 only communicates with the processor holding m-1
# processors holding odd integers communicates and performs reduction computaions
if m even and m >0 then
send (a;,b;,c.,¥;) to the processor (G ,(k-j)11...1)
if m even and m <2%.2 then
. send (ai’bi’ci’{i) to the processor (G ,(k-j)11...1)
if m odd and m%2“")-1 then
receive (a, gi,b; 4/C; i,¥;.oi) from processor (G, (k-j)11...1)
receive (ai+2,~,bi+2j,ci+2,~,yi+2;) from processorn(GmH(k-J)ll...l)

# reduction computation in processors with m odd

& = -3/b;,
f; = -c;/b
3= 3k

c. :=f.c.

i ii+k

bi = bi +ec,, + fiai+k
LNyt ey iy

endif

# exchange data so that equations needed for the next red:ction step are in
# the next lower dimensional subcube (with yet another address bit 1)
# no exchange is needed when the cube is reduced to a 2-cube
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if j<k-2 then

if m is odd and 8 +1=0 then
send(a,b,c..y,) to the processor (g, g, ,..8: ,111...1)

recene(a b s ,y) from the processor (gkgk 184 o111...1)
endif*

if m is even and 8; =1 then
send(a;, b, ,cl,y fto the processor (g,g, ,--8; +2011 1)
recelve(a €;,¥;) from the processor (gkgk 18+ ,011...1)
endif
endif

ji=j+1

enddo

# the reduction is now completed for equation i. j is the index of the last reduction step
# in which the processor participated.
# The reduction phase is complete when j=n-1 for a subcube of dimension 2

# the backsubstitution starts with processor (0111...1) computing X.x1_,

# processors (0011...1) and (1111...1) then compute x,x-2 ; and x3.2{.‘z_l respectively.
# for computation of additional unknowns it is necessary successively increase

# the dimensions of the cube, and make the proper exchanges (reversing the

# exchanges in the reduction phase.

while j>0 do

# solve for x,x and Xgeok2
%e of t

# in the 2-c

e fmal step of tLe reduction phase

if j==k-1 then

# solve for xpx1 ; in processor (0111...1)

if m=l then
= y,/b,
send(x X s to processor (G ,11...1)
send(x; xKl) to processor (G_ , ,11...1)
endif

m+1

# solve for Xgk-2

if m=0 then
receive(x; 2k z,xl 4ok 2) from processor (G . ,11...1)

Xp = ( Xi o2 = €X; 2)/b
endif 227 it

# solve for xgso1-2



if m=2 then
receive(x, 21 2’x1+2" 2) from processor (G 11...1)
X; = (¥; - aX g2~ €X; ox2)/b;
endif i
Ji=}l1
endif

# reverse the exchange of equations that occured during the reduction phase

j=)l
m := dec(g gk-l“'gk-j)
G_, —enc?m-l)
Gm+) :=enc{m+1)
if m 1s odd and 8+ =0 then
send(a,,b, cl,)l) to the processor (B, 8p.1-8; +2111 1)
; recelve(a ;b,;€;,¥;,;) from the processor (gkgk 18+ o111...1)
endif

if m is even and 8 =1 then
send(a;,b, c;,y,,x.) to the processor (8,8y.1-8; +2011 1)
recelve(a b oY, ) from the processor (gkgk 1--8;42011.. 1)
endif

# processors with m even receives x, ,;+1 from processor (G,,.q(k=i)11...1) except if m==0
# processors with m even receives x; ,j+1 from processor (G +l(k-j)ll .1) except if m=2k.2

if m is odd and m<2¥i-1 then ,
send(x;) to processor (G ,11...1)
send(x ) to processor (G . ,11...1)

endif

if m is even then
if m>0 then
recelve(x oi+1) from processor (G (k-j)11...1)
if m<2ki-g then
recelve(x +2,+1) from processor (G ,(k-j)11...1)

endif X; (y 3iX;9it1 - l+2"“)/b

enddo
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